Bayesian methods for clinicians
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Abstract

Background: The Bayesian methods have received more attention in medical research. It is considered as a natural paradigm for dealing with applied problems in the sciences and also an alternative to the traditional frequentist approach. However, its concept is somewhat difficult to grasp by nonexperts. This study aimed to explain the foundational ideas of the Bayesian methods through an intuitive example in medical science and to illustrate some simple examples of Bayesian data analysis and the interpretation of results delivered by Bayesian analyses. In this study, data sparsity, as a problem which could be solved by this approach, was presented through an applied example. Moreover, a common sense description of Bayesian inference was offered and some illuminating examples were provided for medical investigators and nonexperts.

Methods: Data augmentation prior, MCMC, and Bayes factor were introduced. Data from the Khuzestan study, a 2-phase cohort study, were applied for illustration. Also, the effect of vitamin D intervention on pregnancy outcomes was studied.

Results: Unbiased estimate was obtained by the introduced methods.

Conclusion: Bayesian and data augmentation as the advanced methods provide sufficient results and deal with most data problems such as sparsity.
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Introduction

Bayesian methods, dating back to the 18th century, were introduced by the English statistician and philosopher Thomas Bayes in an essay released after his death (1, 2). Its application faced with some obstacles and controversies such as computational obstacles and prior selection challenge through decades (3-6). It starts with questioning the degree of belief related to a concept and then updating it with the available evidence. The concept of Bayesian inference is intuitive as something you may be faced with in everyday life, which made it popular in all aspects of science (7). During the last few years, Bayesian application has increased drastically, offering pragmatic solutions for problems that a traditional approach fails to deal with (8). For instance, biased data may occur in some circumstances, including data sparsity, presence of outliers, censoring, and confounding variable selection. Bayesian methods have gained huge popularity due to the flexibility of modelling through a computer software to deal with these issues.
Bayesian methods in medical sparse data

Bayesian methods in medical sparse data have been used to estimate the posterior probability of different diseases, such as breast cancer and diabetes mellitus. In this study, it was aimed to provide a gentle technical introduction with an application to Bayesian inference in the medical fields.

**Methods**

**Bayesian approach in data analysis**

Since its inception, there have been vigorous debates regarding the application of the Bayesian approach as an alternative to classical methods. The fundamental idea in Bayesian inference is to combine the prior knowledge and the available evidence. One can update one’s knowledge when additional information becomes available. For example, you want to know the probability of breast cancer in a seemingly healthy woman (Fig. 1). Of course, the probability would be different if she were tested positive on a screening test. Bayes rule takes this extra information into account and shows how it should be evaluated. In this case, one would like to calculate posterior probability of having breast cancer given the positive test.

Bayes rule combines the prior information of the positive test with the likelihood of a positive test given having the disease as below:

\[ P(A) = \text{Probability of having the disease} = 2\% \]

\[ P(B) = \text{Probability of positive test} = \text{sum of probabilities of all independent ways to achieve a positive test} = \text{probability of true positive} + \text{probability of false positive} = (\text{having cancer} \times \text{true positive}) + (\text{not having cancer} \times \text{false positive}) = (0.02 \times 0.8) + (0.98 \times 0.15) = 0.163 \]

\[ P(B \mid A) = \text{probability of positive test given having the disease} = 80\% \]

\[ P(A \mid B) = \frac{P(B \mid A)P(A)}{P(B)} = (0.8 \times 0.02) / 0.163 = 9.8\% \]

It shows that considering the prior information of the positive test increases the probability of diagnostic positive from 2% to 9.8%.

Calculating the posterior measures by classical Bayes rule was not that much straightforward, and in some cases needed intensive computation, which is why it was set aside for a long time until the advent of the computer. In this case, instead of calculating the posterior, methods were introduced to simulate it. The posterior simulation methods were evolved by the emergence of the MCMC approach in the 1990s, which is actually a computer-driven sampling approach. In this study, the mechanism of MCMC sampling was represented with Metropolis-Hastings algorithm through an example.

Generally speaking, prior information is also a key part of Bayesian methods and illustrates the knowledge about an uncertain parameter of estimate that is combined with the likelihood of data to provide the posterior measure.

Robust Bayesian analysis showed how much Bayesian answers are sensitive to uncertain inputs. Under certain conditions, which is large sample size, the prior is dominated by the likelihood of data, so evaluation of the true prior may not be required. In this regard, the prior effect is consistent with a large set of informative and diffuse priors. On the other hand, a Bayesian method that utilizes advanced computation may show a high prior sensitivity.

---

**Figure 1.** Diagram represents sensitivity, specificity, true positive, and true negative.
Data augmentation prior approach

An easy and more tangible method of data augmentation prior (DAP) was introduced as an alternative to Bayesian methods (10-12). Its concept is truly straightforward. First, translate prior to a so-called pseudo data, and then add this amount of information to the real dataset; then, ordinary methods of calculating parameters of interest can be applied. Contrary to the Bayesian approach whose concept is like a black-box and in some cases takes much time to gain results, DAP provides a more understandable and applicable estimation process. We presented the result of an illustrative example by DAP method as well, and the results are virtually identical (21).

Below proved an illustration of DAP method by a simple example:

Consider that in a clinical trial Ln OR (Variance of Ln OR) for an event were estimated as Ln OR = 2.0 (Variance of Ln OR = 1.0).

The prior information for OR with 95% limits between \( \frac{1}{4} \) and 4 was obtained from a meta-analysis. Mean and variance of prior for Ln (OR) are estimated as follow:

\[
\text{prior mean Ln(OR)} = \frac{\text{average of 95% limits}}{2} = \frac{(Ln(\frac{1}{4}) + Ln(4))}{2} = 0
\]

\[
\text{prior variance Ln(OR)} &= \frac{\text{Width of interval in Ln(OR) units}}{\text{Width of interval in standard deviation units}}^2 \\
&= \frac{(Ln(\frac{1}{4}) - Ln(4))^2}{2 \times 1.96^2} = 0.5
\]

Therefore, a normal prior with 0 mean and 0.5 variance was defined. The contribution of prior and data information to estimate posterior mean and variance could be assessed through their inverse variances equaling 

\[
\frac{\text{Variance of prior}}{\text{Variance of data}} = \frac{0.5}{0.5} = 2 \quad \text{and} \quad \frac{\text{Variance of prior}}{\text{Variance of Ln OR}} = 2 = 1
\]

showing that prior information dominated the data information by nearly 2 times. Posterior mean and variance for Ln (OR) could be estimated as the following weighted averaging rule of thumb; posterior mean for

\[
\text{ln(OR)} = \frac{\text{Mean of prior \times Ln OR} + \text{Variance of prior} \times \text{Variance of Ln OR}}{\text{Variance of prior} \times \text{Variance of Ln OR}} = \frac{0 \times 2}{0.5} = 0.67,
\]

posterior variance for

\[
\text{ln(OR)} \approx \frac{(\text{Variance of prior} \times \text{Variance of Ln OR})}{\text{Variance of prior} \times \text{Variance of Ln OR}} = \frac{1}{1} = 0.33,
\]

and 95% posterior CI for

\[
\text{OR} = \exp\{\text{posterior mean} \pm 1.96 \times (\text{Posterior variance})^\frac{1}{2}\} = \exp\{0.67 \pm 1.96 \times (0.33)^{\frac{1}{2}}\} = \exp(-0.47,1.80) = (0.63,11.94).
\]

The width of CI obtained from this method was narrower than the ordinary approach. The “Penlogit” is a Stata command for DAP (22).

Bayes factor approach

Bayes factor is a Bayesian approach to hypothesis testing. It measures the strength of evidence by providing a number for quantifying the evidence in favor of a scientific hypothesis. To clarify more, Bayes factor compares the relative likelihood given to both null and alternative hypotheses, while p value is estimated based on just the null hypothesis (H0) (23). Bayes rule, posterior odds in favor of H0 would be the prior odds multiplied by likelihood ratio, namely, the Bayes factor, where Bayes factor equaled the ratio of likelihood of data under the null hypothesis to the likelihood of data under the alternative hypothesis. In fact, prior odds are transformed to posterior odds via Bayes factor, which presents how a belief is changed by data. In other words, Bayes factor is the evidence for the alternative hypothesis versus the null hypothesis. Bayes factor equal 1 provides no evidence, 1/3 – 1: anecdotal evidence for H1, 1/3 – 1/10: moderate evidence for H1, 1/10 – 1/100: strong evidence for H1, 1/100 – 1/1000: very strong evidence for H1, <1/100: extreme evidence for H1 (23-26).

Illustrative example

Effect of vitamin D intervention on neonatal death: Data were extracted from the Khuzestan study, a 2-phase cohort study. The effect of vitamin D intervention on pregnancy outcomes was studied, and the details of the study protocol have previously been published (27). The contingency table shows a cell has only one observation, which is subjected to data sparsity. In this case, the ordinary logistic regression fails to truly calculate the odds ratio and 95% CI. The big odds ratio of neonatal death and the unusually wide confidence interval represent the bias estimation of the measures OR = 125 (95% CI: 15.8 to 1000). The data were reanalyzed by the Bayesian and DAP approaches with various priors, ranging from strong (low variance) to weak prior information for logistic regression coefficient.

A common distribution for regression coefficient is normal distribution (28). The mean of 0 and variance of
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0.5 were considered to 10 provide various degree of beliefs regarding the magnitude of the relationship between exposure and disease.

Results
Table 1 shows the median of prior (95% prior limits). Results revealed a reasonable shrink of ORs and 95% credible intervals, especially for stronger prior (Table 2), which is in line with the literature (29, 30). The results for Bayesian and DAP approaches are almost the same. In addition, to test the null hypothesis (\(H_0: \beta = 0\)), Bayes factor approach was applied, and the result showed that the evidence did not worth more than a bare mention in favor of \(H_0\). Therefore, vitamin D intervention significantly decreased the odds of neonatal death. Stata codes for the Bayesian and DAP approaches are available in the Appendix.

Discussion
The volume of literature published on Bayesian inference has proved its popularity among medical studies (31-41). In this study, it was aimed to present some Bayesian approaches in an intuitive language for clinicians. Bayesian and DAP methods were run on data of Khuzestan cohort study, which were subjected to sparse data problem to illustrate the application. DAP and MCMC both provided almost the same result, while generally DAP is a more understandable and convenient method, especially for nonexperts (42). Generally, Bayesian and data augmentation as the advanced methods provide sufficient results, unbiased estimates, and deal with most data problems such as sparsity when traditional frequentist method fails.

Conclusion
This study demonstrated the foundational concepts of Bayesian inference through an intuitive illustration for nonexperts.
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Table 1. Different classes of Prior information with plausible ranges: median (95% limit)

<table>
<thead>
<tr>
<th>Priors</th>
<th>Exact prior median OR</th>
<th>95% prior limit OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal (0, 0.5)</td>
<td>1</td>
<td>(1/4, 4)</td>
</tr>
<tr>
<td>Normal (0, 1)</td>
<td>1</td>
<td>(1/7, 7)</td>
</tr>
<tr>
<td>Normal (0, 1.38)</td>
<td>1</td>
<td>(1/10, 10)</td>
</tr>
<tr>
<td>Normal (0, 2)</td>
<td>1</td>
<td>(1/16, 16)</td>
</tr>
<tr>
<td>Normal (0, 10)</td>
<td>1</td>
<td>(1/492, 492)</td>
</tr>
</tbody>
</table>

Table 2. Intervention and Neonatal Death contingency table and results of logistic regression

<table>
<thead>
<tr>
<th>Study</th>
<th>No-Intervention</th>
<th>Intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neonatal death</td>
<td>Yes</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>97</td>
</tr>
</tbody>
</table>

Ordinary Logistic Regression Approach

<table>
<thead>
<tr>
<th>Study</th>
<th>Beta</th>
<th>SE</th>
<th>OR=exp (Beta)</th>
<th>95% Confidence Interval (P-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4.82</td>
<td>.032206</td>
<td>125</td>
<td>15.8 to1000 (P=0.000)</td>
</tr>
</tbody>
</table>

MCMC Approach

<table>
<thead>
<tr>
<th>Study</th>
<th>Prior Posterior Mean of Beta *MCSE</th>
<th>OR=exp (Beta)</th>
<th>95% Credible Interval (P-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal (0, 0.5)</td>
<td>2.5</td>
<td>.011877</td>
<td>12.2</td>
</tr>
<tr>
<td>Normal (0, 1)</td>
<td>3.2</td>
<td>.016299</td>
<td>23.8</td>
</tr>
<tr>
<td>Normal (0, 1.38)</td>
<td>3.4</td>
<td>.018704</td>
<td>29.9</td>
</tr>
<tr>
<td>Normal (0, 2)</td>
<td>3.6</td>
<td>.016885</td>
<td>36.5</td>
</tr>
<tr>
<td>Normal (0, 10)</td>
<td>4.7</td>
<td>.031016</td>
<td>112.4</td>
</tr>
</tbody>
</table>

DAP Approach

<table>
<thead>
<tr>
<th>Study</th>
<th>Prior Penalized Beta</th>
<th>SE</th>
<th>OR=exp (Beta)</th>
<th>95% Credible Interval (P-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal (0, 0.5)</td>
<td>2.5</td>
<td>.4226359</td>
<td>12.5</td>
<td>5.5 to 28.8</td>
</tr>
<tr>
<td>Normal (0, 1)</td>
<td>3.1</td>
<td>.5032273</td>
<td>22.7</td>
<td>8.3 to 62.5</td>
</tr>
<tr>
<td>Normal (0, 1.38)</td>
<td>3.4</td>
<td>.5473388</td>
<td>28.9</td>
<td>9.8 to 84.4</td>
</tr>
<tr>
<td>Normal (0, 2)</td>
<td>3.6</td>
<td>.602612</td>
<td>37.5</td>
<td>11.5 to 121.6</td>
</tr>
<tr>
<td>Normal (0, 10)</td>
<td>4.8</td>
<td>.8479396</td>
<td>118.8</td>
<td>20.1 to 909</td>
</tr>
</tbody>
</table>

Bayes Factor Approach

<table>
<thead>
<tr>
<th>Study</th>
<th>Prior odds for null hypothesis</th>
<th>Bayes factor</th>
<th>Evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>0.0000031</td>
<td>Evidence not worth more than a bare mention in favor of (H_0)</td>
</tr>
</tbody>
</table>

* Monte Carlo estimation of standard error for Beta regression coefficient

* The ratio of likelihood of data in model with intercept effect versus model with intercept and vitamin D-intervention effects

Table 2. Intervention and Neonatal Death contingency table and results of logistic regression
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Appendix

MCMC history and algorithm: MCMC consists of 2 parts: The Monte Carlo method and the Markov chain stochastic process (3, 34, 43). Historically, the Monte Carlo method is the first approach to simulate measures such as mean or variance. It uniformly generates samples from a probability function and numerically calculates the measures. This sampling approach was improved by some methods such as importance sampling (44, 45) and rejection sampling (46). As a special case of importance sampling, weighted-prior, instead of uniformly generating samples from the prior, assigns a weight obtained from the likelihood of data to each sample. Therefore, the posterior is obtained through weighted-prior samples. MCMC, as a dynamic and advanced approach, is more practical (36). There are 2 popular algorithms for MCMC method: Metropolis-Hastings first introduced by Metropolis in 1953, and its special case Gibbs sampler introduced in 1984 (47). Recent developments have provided an extensive literature. Armitage has provided a neat catalogue of the references and summaries (7, 15, 48).

To present its algorithm, imagine a researcher is interested in estimating the mean of birth weight in infants with GDM mothers to test whether they are subjected to fetal macrosomia. The researcher knows that the weight is normally distributed with a standard deviation of 100. She has only observed a weight of an infant equal to 3500 grams and wants to apply MCMC approach to draw samples from the “target” distribution, Bayesian talking “posterior”, which represents the probability of each possible value of the population mean given this single observation, normal (μ = 3500, σ = 100). To draw samples from the distribution of weight, MCMC firstly starts with an educated guess. Suppose this initial guess is 3600; then, a chain of new samples is created by this initial sample. Two steps are considered in the process of generating a new sample: first, adding a small random noise to the initial and generating a “proposal” for the new sample; second, deciding whether it is an appropriate sample or not through an acceptance rule. Moreover, there are various ways of creating proposals and rules for accepting or rejecting this candidate. Metropolis-Hastings is one of the famous methods. The following illustration is the Metropolis-Hasting algorithm to generate a chain of samples:

1. Generate an initial sample for weight, eg, 3600.
2. Generate a proposal sample by adding a random noise to the initial sample from normal (μ = 0, σ = 50) proposal distribution, eg, 3650.
3. It is time to decide whether to accept the proposal as the next sample or not. Compare the height of the posterior at the value of the new proposal against the height of the posterior at the initial sample. If this proportion is greater than one, one is considered as the value.
4. Generate a pseudo-random number from a uniform (0, 1) distribution called u.
5. If this proportion is greater than u, accept the new proposal; otherwise, reject it with a probability equal to the value of the proportion of the heights. In the case of rejecting the proposal, the initial is selected as the new sample again and the process of sampling is iterated until enough samples are generated.

In Bayesian jargon, considering the proposal as prior distribution and target as prior multiplied by likelihood which is posterior distribution.

After generating samples from the posterior distribution, computational methods can be applied to estimate the mean, median, and mode of infants’ weight. The credible interval is also estimable for the mean of posterior which, unlike 95% CI, showed the range of the estimated parameter.

Stata codes for Bayesian and DAP methods of analysis for estimating the effect of history of GDM on fetal macrosomia

Bayesian:

bayesmh neonatalDeath interv, likelihood(logit) prior({interv}, normal(0,1)) prior({_cons}, flat)
bayesmh neonatalDeath interv, likelihood(logit) prior({interv}, normal(0,10)) prior({_cons}, flat)

DAP:

#penlogit neonatalDeath interv, nprior(interv ln(1) 1) or
#penlogit neonatalDeath interv, nprior(interv ln(1) 10) or
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