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Abstract 
    Background: The accurate diagnosis of cardiac disease is vital in managing patients’ health. Data mining and machine learning 
techniques play an important role in the diagnosis of heart disease. We aimed to examine the diagnostic performances of an adaptive 
neuro-fuzzy inference system (ANFIS) for predicting coronary artery disease and compare this with two statistical methods: flexible 
discriminant analysis (FDA) and logistic regression (LR).  
   Methods: The data of this study is the result of descriptive-analytical research from the study of Mashhad. We used ANFIS, LR, and 
FDA to predict coronary artery disease. A total of 7385 subjects were recruited as part of the Mashhad Stroke and Heart Atherosclerotic 
Disorders (MASHAD) cohort study. The data set contained demographic, serum biochemical parameters, anthropometric, and many 
other variables. To evaluate the ability of trained ANFIS, LR, and FDA models to diagnose coronary artery disease, we used the Hold-
Out method.For analyzing data, we used SPSS v25, R 4.0.4, and MATLAB 2018 software.   
   Results: The accuracy, sensitivity, specificity, Mean squared error (MSE) , and area under the roc curve (AUC) for ANFIS were 
83.4%, 80%, 86%, 0.166 and 83.4%. The corresponding values based on the LR method were 72.4%, 74%, 70% , 0.175 and 81.5% and 
for the FDA method, these measurements were 77.7%, 74%, 81%, 0.223, and 77.6%, respectively. 
   Conclusion: There was a significant difference between the accuracy of these three methods. The present findings showed that ANFIS 
was the most accurate method for diagnosing coronary artery disease compared with LR and FDA methods. Thus, it could be a helpful 
tool to aid medical decision-making for the diagnosis of coronary artery disease. 
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Introduction 
Coronary Artery Disease (CAD) is the most common 

type of heart disease, and it is caused by the accumulation 
of plaque, namely cholesterol deposits among other sub-
stances, in the walls of the heart's blood vessels (coronary 
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↑What is “already known” in this topic: 
Coronary Artery Disease is the most common type of heart 
disease and a major worldwide health problem with 
overwhelmingly high incidence and mortality rates. Diagnosing 
heart disease is a complex and time-consuming task in medical 
science, and timely diagnosis can decrease mortality hazards. So 
Diagnostic techniques play an important role in health and 
medical research.   
 
→What this article adds: 

In this article, we implemented an adaptive neuro-fuzzy 
inference system for predicting coronary artery disease and 
compared it with flexible discriminant analysis and logistic 
regression.  
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arteries). Over time, this narrows the coronary arteries and 
can partially or completely block blood flow. This can lead 
to angina and heart attack due to lack of perfusion and con-
sequently, oxygenation, which is required to meet its de-
mands. In the 21st century, CAD is still the leading cause 
of death in developed countries and is, therefore, the lead-
ing cause of death worldwide (1). CAD is a major world-
wide health problem with overwhelmingly high incidence 
and mortality rates (2). According to the World Health Or-
ganization (WHO), 17.9 million die as a result of the cardi-
ovascular disease annually, accounting for 31% of the 
world's death (3). The Institute of Standards and Health As-
sessment at the University of Washington reported a 27.4 
percent increase in deaths from the disease in Iran between 
2007 to 2017 (4). 

In Iran, cardiovascular diseases account for 50% of an-
nual mortality (1), which includes ischemic heart disease 
(26% in men and women), stroke (10% in men and 13% in 
women), heart disease with high blood pressure (5% in men 
and women) and other heart diseases (5% in men and 6% 
in women) (2). 

Diagnosing heart disease is a complex and time-consum-
ing task in medical science. If a heart disease is not diag-
nosed in time, the lives of people with it are endangered and 
the mortality rate increases. Therefore, the timely diagnosis 
of heart disease is a pressing matter. Current diagnostic 
tests for heart disease include heart tests, blood tests and 
ECGs which are time-consuming. Most of the time, diag-
noses and decisions are made by doctors, but experienced 
doctors are not available everywhere and at all times, so we 
need a system that can accurately and quickly predict heart 
disease (5). Early detection of cardiovascular disease helps 
physicians determine the most appropriate treatment and 
increase patients' chances of survival (6).  

Diagnostic techniques play a very important role in 
health and medical research.  

For numerous practical CAD classification tasks, tradi-
tional parametric statistical models are often used (4, 7). 
One of the main purposes of modeling and classifying sta-
tistics is to predict based on available facts, variables, and 
available information on a particular topic. In statistics, this 
task was performed by methods such as regression, discri-
minant analysis, regression tree, and other statistical meth-
ods.parametric statistical models for modeling the relation-
ships between variables have several assumptions and lim-
itations. These include issues with missing values, sample 
size and distribution restrictions. In practice, if the actual 
data does not meet the assumptions of the model, the use of 
these methods is impossible or may provide misleading re-
sults with significant errors. In addition, none of these 
methods are capable of modeling complex nonlinear rela-
tionships and high-degree interactions. Therefore, there is 
a need for methods that are less restrictive in this area. In 
medical sciences, methods based on data mining, artificial 
intelligence methods, fuzzy method and so forth are used 
for accurate and timely diagnosis of heart disease (5, 7). 
Artificial neural networks (ANNs), quadratic discriminant 
analysis (QDA) and logistic regression (LR) and ANFIS 
are methods available in the medical field and have been 
used in the diagnosis of several diseases as well as CAD. In 

the study of Ziasabonchi and his colleagues, the aim was to 
create a method for classifying heart patients based on the 
characteristics of the patients using the adaptive neural 
fuzzy inference system method. The results showed that the 
accuracy of the prediction model was 92.3% (8), Zabah et 
al. conducted a study to diagnose coronary artery disease 
using the fuzzy neuro method (9), Kurt et al. conducted re-
search entitled "Comparison of the performance of logistic 
regression, classification tree, tree regression and neural 
network on the prediction of coronary artery disease". After 
comparing the performance of the models, the neural net-
work with the area under the curve of 0.78% was recog-
nized as the best model (10). Presi et al. used the fuzzy op-
timization technique to predict coronary heart disease using 
a fuzzy-based system (11), Mohammadpour et al used the 
artificial neural network model to predict coronary artery 
disease (12), Polat et al used principal component analysis 
and adaptive neural-fuzzy inference system (ANFIS) to di-
agnose diabetes, which is a very common and important 
disease(13). Mahmoudi et al.’s propose a genetic selection 
model based on classification model with fuzzy neural 
method (ANFIS) for cancer classification (14), Xu et al.’s 
used the logistic regression model to diagnose CAD (15). 
However, according to the different methods, their predic-
tive accuracies might differ. In this paper, we compared the 
predictive accuracies of ANFIS trained with a hybrid learn-
ing algorithm (Least Squares Estimator and Back-Error 
Propagation) and Logistic regression (LR) and Flexible 
Discriminant Analysis (FDA) in predicting CAD. 

 
Methods 
Study population 
The data of this study is the result of descriptive-analyti-

cal research from the study of Mashhad. The Mashhad 
stroke and atherosclerotic heart disorder (MASHAD) study 
was initiated at Mashhad University of Medical Sciences 
(MUMS), and a total of 9704 subjects were enrolled be-
tween 2001 and 2020. Variables measured in this database 
included demographic characteristics (including gender, 
age, level of education, family history, etc.), anthropomet-
ric information (including weight, height, body mass index, 
etc.), and biochemical parameters (triglyceride, total cho-
lesterol, fasting blood sugar, systolic and diastolic blood 
pressure, etc.). The anxiety and depression scores were ob-
tained from the Beck Anxiety Inventory and the Beck De-
pression Inventory, respectively. The determination of risk 
factors in the present study was done by reviewing articles 
related to coronary artery disease and consulting with ex-
perts. At this stage, most of the existing variables related to 
the disease were selected and analyzed in terms of having 
the necessary quality for analysis. In other words, the data 
were checked and corrected from aspects such as the com-
pleteness or absence of missing observations. In this study, 
people were divided into two groups according to the target 
variable (people with coronary artery disease and people 
without coronary artery disease). 

Data from the MASHAD cohort were randomly parti-
tioned into training (70%) and test (30%) data sets. The di-
agnostic function of the adaptive neural fuzzy inference 
system (ANFIS) to predict coronary artery disease was 
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compared with two statistical methods: flexible discrimi-
nant analysis (FDA) and logistic regression (LR) analysis. 

The 21 variables, including quantitative and qualitative 
variables, were included in the SPSS database. 20 variables 
were selected as input or predictor variables and one varia-
ble as the final or target variable.  

Imbalanced datasets were a challenging problem in clas-
sification as they reduced the classification performance. 
Therefore, we used the Synthetic Minority Oversampling 
TEchnique (SMOTE) method to balance distribution in the 
class variable, which was defined as whether the subject is 
diagnosed with the disease or not. The SMOTE algorithm 
generates new samples in the neighborhood of existing 
samples using the Interpolation method (Equation 1) sam-
pling approach based on the specificity space similarities 
between the minority samples. ݔ௡௘௪ ൌ ௜ݔ ൅ ሺݔ௟ෝ െ ௜ሻݔ ∗  ߜ

For each ݔ௜	in the minority class, the k nearest neighbor 
based on the Euclidean distance is identified. Then, to cre-
ate a new artificial instance (ݔ௡௘௪), one of the k neighbors 
next to the ݔ௜	is randomly selected (ݔ௟ෝ ). According to equa-
tion 1, the vector calculates the difference between the cor-
responding properties of these two samples and multiplies 
it by a random number δ between [0, 1]. 

Finally, it adds the result to the ݔ௜ instance. This gener-
ates a new (ݔ௡௘௪ሻ, or synthetic instance as part of the con-
necting line between the ݔ௜	and ݔ௟(16). 

 Sensitivity and specificity were two indicators for eval-
uating the result of a classification experiment. Sensitivity 
means the proportion of sick people whose tests have cor-
rectly diagnosed the patient. Therefore, the larger value, the 
more accurate the diagnosis of the patient. Specificity 
means the proportion of healthy people that the model has 
correctly identified as healthy. The measure of accuracy 
was the ratio of the number of healthy and sick people who 
were correctly diagnosed. ROC curves are widely used in 
medical decision-making for diagnostic tests. The Area un-
der the ROC Curve (AUC) is an indicator for measuring the 
performance of the method used in classification.  

The theory of ANFIS, FDA, and LR models have been 
stated briefly, respectively. For analyzing data, we used 
SPSS v25, R 4.0.4, and MATLAB 2018 software.   

 
ANFIS Model 
The Adaptive Neural Fuzzy Inference System (ANFIS) 

is a new intelligent algorithm that combines both neural 
networks and fuzzy logic principles(17). It computed initial 
membership functions by using training data and afterward 
used a hybrid-learning algorithm to adjust membership 
functions. Its inference was based on fuzzy IF-THEN rules 
(18). Figure 1 shows the ANFIS architecture. The inputs 
were represented as X and Y, and each of them had two 
membership values. Also, the output was represented as f. 
Circles and squares were used to represent fixed nodes and 
the nodes that have parameters to learn, respectively. Sup-
pose that the rule base contains two fuzzy if-then rules of 
Takagi and Sugenos type (17, 18): 

Rule 1: If x is Aଵ  and y is Bଵ then fଵ =	αଵ x+	βଵy+	γଵ 
Rule 2: If x is ܣଶ and y is ܤଶ then ଶ݂ =	ߙଶ x+	ߚଶy+	ߛଶ 
where x and y are inputs,	,١ܣ	, ٢ܣ	١ܤ	and ٢ܤ are fuzzy 

sets (which are determined during the learning process of 
the network), ଵ݂	and ଶ݂ are outputs ߙଶ, ߙଵ ,ߚଵ ,	ߚଶ	, ߛଵ and ٢ߛ are linear parameters (which are determined during the 
learning process of the network) Are. 

The ANFIS system has 5 layers which we expressed as 
follows: 

Layer 1: Named the Fuzzy Layer, took the input values 
and determined the membership functions as follows: ௜ܱଵ ൌ ݅				.ሻݔ஺௜ሺߤ	 ൌ 1,2.						 ௜ܱଶ ൌ ݅				.ሻݔ஻௜ሺߤ	 ൌ 1,2 

Membership functions could be Gaussian or bell-shaped. 
The bell-shaped membership functions are suitable for non-
linear systems and are defined as: 

ሻݔ஺௜ሺߤ  ൌ ଵଵା|ೣష೎೔ೌ೔ |మ್೔          and         ߤ஻௜ሺݕሻ ൌ ଵଵା|ೣష೎೔ೌ೔ |మ್೔ 
where x and y are the input variables and three variable 

parameters (ܽ௜, ܾ௜ و   ܿ௜) are related to the bell membership 
function, and they are called Premise parameters. And re-
spectively, a is the width, b is the slope, and c is the center 
of the bell function, and these parameters can be deter-
mined and adjusted by the learning algorithm in the training 
process.Layer 2: Named as the Product Layer, consists of 
fixed nodes that perform as a simple multiplier and multiply 
incoming signals and sends the product out, generating the 
firing strengths for the rules. Its output is represented as: ௜ܱଶ ൌ ௜ݓ ൌ ሻݕ஻௜ሺߤሻݔ஺௜ሺߤ	 ൌ 	 ௜ܱଵ ∗ ௜ܱଶ												݅ ൌ 1,2 

Layer 3. Named as the Normalized Layer. This has fixed 
nodes and is responsible for normalizing the firing 
strengths that have been computed in the previous layer. 

 
 

Figure 1. ANFIS architecture 
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The output is represented as: ௜ܱଷ ൌ ഥ௜ݓ ൌ 	 ௜ݓ௜ߑ௜ݓ .																		݅ ൌ 1,2							 
Layer 4. Named Defuzzy, it multiplies the normalized 

values from the previous layer and a first-order polynomial 
, ௜ݍ, ௜݌) ௜ ), and is represented as: ௜ܱସݎ ൌ ഥ௜ݓ	 ௜݂ ൌ 	ݔ௜݌ഥ௜ሺݓ	 ൅	ݍ௜ݕ ൅	ݎ௜ሻ.									݅ ൌ 1,2 

Where ݓഥ௜   is the normalized weight from the previous 
layer and ݌௜ ௜ݍ ,   and ݎ௜are parameters (Consequent or re-
sult). 

Layer 5. The Final Output Layer computes the overall 
output as the summation of all incoming signals, i.e. 

௜ܱହ ൌ 	݂	 ൌ 	෍ݓഥ௜ ௜݂௜ ൌ 	∑ ௜ݓ ௜݂௜ߑ௜ݓ௜ .							݅ ൌ 1,2	 
ANFIS has two adaptive layers, the first and fourth (17-

19). 
In the ANFIS structure, the final output can be expressed 

as a linear combination of the consequent parameters ሼ݌ଵ. .ଵݍ .ଵݎ .ଶ݌ ݂ :ଶሽ as followsݎ	݀݊ܽ	ଶݍ ൌ 	 ଵݓଵݓ ൅ ଶݓ 	 ଵ݂ ൅	 ଵݓଶݓ ൅ ଶݓ 	 ଶ݂ 

                                                  ൌ	ݓഥଵ	 ଵ݂ ൅ 	ഥଶݓ ଶ݂ 
                     ൌ 	ݔଵ݌ሺ	ഥଵݓ ൅	ݍଵݕ ൅	ݎଵሻ ൅ 	ݔଶ݌ሺ	ഥଶݓ ൅	ݍଶݕ ൅	ݎଶሻ 								ൌ ሺݓഥଵݔሻ݌ଵ ൅	ሺݓഥଵݕሻݍଵ ൅	ݓഥଵ	ݎଵ ൅	ሺݓഥଶݔሻ݌ଶ൅	ሺݓഥଶݕሻݍଶ ൅	ݓഥଶ	ݎଶ 
 
In the forward pass of the learning algorithm, consequent 

parameters are identified by the least squares estimate. In 
the backward pass, the error signals, which are the deriva-
tives of the squared error with respect to each node output, 
propagate backward from the output layer to the input 
layer. In this backward pass, the premise parameters are up-
dated by the gradient descent algorithm (20, 21). Two 
passes in the hybrid learning algorithm for ANFIS have 
been demonstrated in Table 1. 

Logistic Regression (LR) is usually used when the inde-
pendent variables include both numerical and nominal 
measures and the outcome variable is binary. LR can also 
be used when the outcome has more than two values. The 
LR model is expressed as: ݌ ൌ ௥ܲሺݕ௥ ൌ 1ሻ ൌ ݁ఈାఉభ௫భ.೔ାఉమ௫మ.೔ା⋯ఉೖ௫ೖ.೔1 ൅ ݁ఈାఉభ௫భ.೔ାఉమ௫మ.೔ା⋯ఉೖ௫ೖ.೔		 

where ݔଵ.௜, ݔଶ.௜. . .,	ݔ௞.௜ are independent variables, ߙ the 
intercept, ߚଵ, ߚଶ, . .,	ߚ௞ the regression coefficients and exp 
indicate the base of the natural logarithm (e=2.718), which 
is taken to the power shown in square brackets. In logistic 
regression, the ߯ଶ test is used (instead of the t or F test) to 
test the fit of the model and the significance of the variables 
to determine whether a variable added significantly contrib-
utes to the prediction. In logistic regression, the odds ratio 
(p / (1-p)) is used, which is the ratio of the probability of 
success to the probability of failure, and the logarithm of 

the odds ratio is calculated based on the following equation. 
This model is known as the Logit model (22): ݈ݐ݅݃݋ሺ݌ሻ ൌ ݈݊ ൬ 1݌ െ ൰ൌ݌ ߙ ൅ ଵ.௜ݔଵߚ ൅ ଶ.௜ݔଶߚ ൅ ݅ൌ					௞.௜ݔ௞ߚ⋯ 1.2. … . ݊ 

Flexible Discriminant Analysis (FDA) is defined based 
on the Linear discriminant analysis (LDA) linear audit 
analysis and developed by Fisher in 1936 (23). The LDA 
selects several variables from a large number of variables 
and identifies and distinguishes the groups in the response 
variable. Now, if nonlinear equations are predominant in a 
relationship, a series of flexible equations are used instead 
of linear equations. In this method, not only flexible linear 
equations but also nonlinear equations, such as quadratic, 
tertiary and logarithmic, are used and studied. Nonlinear 
prediction combinations such as splines were used for clas-
sification and finally, the best equation was selected. FDA 
replaced the linear regression step with a non-parametric or 
semi-parametric regression (24). One approach is to use 
Multivariate Adaptive Regression Splines (MARS) to fit 
the model.  The quality of MARS is similar to that of tree-
based models.MARS performed a forward stage of splitting 
and then, like tree models, pruned the model terms. MARS 
chose one or more predictors to "split" on. Multiple splits 
were used to model different predictors, but if a predictor 
was never used in a split, the class boundaries were func-
tionally independent of that predictor. Thus, FDA simulta-
neously built a classification model while conducting fea-
ture selection (24). 

 
Results 
Data Description and Statistical Methods 
The data of this study is the result of descriptive-analyti-

cal research from the study of Mashhad. Finally, 7385 com-
plete observations were used for analysis, 235 of whom had 
coronary artery disease.  

The distribution of features was not normal by the Kol-
mogorov–Smirnov (Lilliefors significant correction) test. 
The initial relationship between the target and 20 variables 
was performed by the Mann-Whitney U test and the chi-
square test (߯ଶሻ	as appropriate. Variables with a p-value 
less than 0.2 were selected as input variables to the models. 
Finally, 18 variables were selected as inputs to the machine 
learning algorithms and LR . 

Therefore, to perform the analysis and to ensure the re-
sults of the tests relate to the statistical hypotheses of the 
research question, data simulation was performed in the pa-
tient group using the SMOTE method. In this way, the two 
groups were adjusted in terms of sample size, and it was 
possible to test the hypotheses and fit the statistical models 
defined in this study. After simulation, the total number of 
people in the study reached 13025 people. From this data, 
5875 people were in the group of coronary artery patients, 
CAD (+), and 7150 people were in the group of no CAD, 
CAD (-) patients. 

 
Table 1. Two passes in the hybrid learning procedure for ANFIS 

Parameters Forward Pass Backward Pass 
Premise parameters Fixed Gradient descent 
Consequent parameters Least square Fixed 
Signals Node outputs Error signals 
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Data Analysis 
Descriptive statistics for quantitative and qualitative de-

mographic, clinical, and biochemical characteristics of the 
study population have been reported in Tables 2 and 3, re-
spectively. The mean age was 54.3±6.86 years for the CAD 
(+) group and 48.29±4.67 years for the CAD (-) group. The 
statistical analysis for indication of an initial association be-
tween CAD and 20 independent variables was conducted. 
These results indicated a significant association between 
CAD and age, body mass index (BMI), waist circumfer-
ences (WC),  depression, anxiety, systolic blood pressure 
(SBP), Diastolic blood pressure (DBP), Triglyceride (TG), 
Fasting blood glucose (FBG), High-density lipoprotein 
(HDL), Low-density lipoprotein (LDL), High-sensitivity c-
reactive protein (HS-CRP), Total Cholesterol (TC), physi-
cal activity level  (PAL), family history, educational attain-
ment, job and smoking at the significant level of 0.2. These 
variables formed the candidate variables and were entered 
into the models. The diagnostic function of the adaptive 
neural fuzzy inference system (ANFIS) to predict coronary 

artery disease was compared with two statistical methods: 
flexible discriminant analysis (FDA) and logistic regres-
sion (LR). A comparison of the Sensitivity, Specificity, 
Mean Square Error (MSE), and Accuracy rates for classifi-
cation techniques has been demonstrated in Table 4. The 
confidence interval of sensitivity and specificity for classi-
fication techniques have been demonstrated in Table 5. 

As shown in Table 4, the MSE value of the ANFIS with 
hybrid algorithm had a smaller constant than the LR and 
FDA/MARS algorithms. CAD was classified with accu-
racy rates varying from 72% to 83.4% by the ANFIS, LR, 
and FDA/MARS algorithms. Among the three different al-
gorithms, ANFIS achieved the highest accuracy rate 
(83.4%). The accuracy rates of the statistical methods LR 
(72.4%) and FDA/MARS (77.7%) were poorer than the 
ANFIS. AUCs were 83.4% for ANFIS, 81.5% for LR and 
77.7% for FDA/MARS. ROC curves of the ANFIS and sta-
tistical methods are shown in Figure 2.  The AUC of ANFIS 
was higher than the AUCs of the LR and FDA. Compari-
sons on the accuracy of ANFIS, LR, and DA models are 

 
Table 2. Descriptive statistics for quantitative clinical and biochemical characteristics of the study population 

Variable Mean ± SD (CAD +) Mean ± SD (CAD - ) P-value 
Serum biochemical parameters    
TG (mg/dl) 172.6 ± 104.65 141.46 ± 88.50 (<0.001)** 
TC (mg/dl) 199.85 ± 41.56 190.97 ± 37.89 (<0.001) (0.001)** 
LDL-C (mg/dl) 122.29 ± 35.50 116.51 ± 34.69 (0.012)** 
HDL-C (mg/dl) 40.06 ± 9.07 42.73 ± 9.86 (0.001)** 
Hs-CRP (mg/dl) 4.83 ± 7.92 3.78 ± 7.79 (0.044)** 
FBG (mg/dl) 119.16 ± 62.75 90.95 ± 35.54 (0.001)** 
Anthropometric measures    
PAL 1.52 ± 0.245 1.58 ±0.28 (<0.001)** 
BMI (kg/࢓૛ሻ 28.83 ± 4.56 27.77 ± 4.67 (<0.001)** 
Age (year) 54.3 ± 6.86 48.29 ± 4.67 (<0.001)*** 
WC (cm) 98.9 ±10.7 95.2 ±11.87 (0.003)**  
Blood pressure    
SBP (mm Hg) 133.89 ± 21.23 121.4± 17.71 (<0.001)** 
DBP (mm Hg) 83.57 ± 10.84 79.12 ± 10.94 (<0.001)** 

Data reported as mean ± standard deviation (SD). 
Mann-Whitney U test. 
 
Table 3. Descriptive statistics of qualitative clinical and biochemical characteristics of the study population. 

Variable Levels N (CAD +) (%) N (CAD -) (%) P-value 
Gender Male 124 (52.8%) 3142 (44%) 0.321 

Female 111(47.2%) 4007 (56%) 
Marital status Married 217(92.3%) 6718 (94%) 0.308 

Single 18 (7.7%) 432 (6%) 
Smoking Yes 141 (60%) 4945 (69.2%) 0.003** 

No 94 (40%) 2205 (30.8%) 
Family History Yes 131 (55.7%) 4728 (66.1%) (<0.001)** 

No 104 (44.3%) 2422 (33.9%) 
Educational attainment Low 154 (65.5%) 3781(52.9%) (<0.001)** 

Moderate 60 (25.5%) 2514 (35.2%) 
High 21 (8.9%) 855 (12%) 

Depression Minimal 123 (52.3%) 4632 (64.8%)  
(<0.001)** Mild 50 (21.3%) 1219 (17%) 

Moderate 47 (20%) 874 (12.2%) 
Severe 15 (6.4%) 425 (5.9%) 

Anxiety Minimal 92 (39.1%) 3692 (51.6%)  
(<0.001)** Mild 70 (29.8%) 1916 (26.8%) 

Moderate 41 (17.4%) 976 (13.7%)  
Severe 32 (13.6%) 566 (7.9%) 

 
Job 

student 0 (0%) 13 (0.2%)  
(<0.001)** Employment 70 (29.8%) 28644 (40.1%) 

Unemployment 119 (50.6%) 3543 (49.6%) 
Retiered 46 (19.6%) 730 (10.2%) 

*** P-value < 0.001; ** P -value < 0.05; * P -value < 0.2; Chi Square test (߯ଶሻ. 
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shown in Figure 3. 
 
Discussion 
Cardiovascular disease is the leading cause of death 

worldwide, according to the World Health Organization(3). 
This disease imposes huge health, social and economic bur-
dens on society and often in affects people in the productive 
age group (25).  

With the important role of correct and early diagnosis of 
disease as well as the expensive and high-risk diagnostic 
methods, using machine learning techniques and data min-
ing algorithms in the diagnosis of cardiovascular disease 
has become of critical importance. 

Since medical data analysis is highly sensitive and mis-
diagnosis will lead to irreparable errors, it is important to 
use the most accurate method with the highest accuracy and 
least error to analyze the data. 

In the present cross-sectional study, three different meth-

ods, adaptive neuro-fuzzy inference system (ANFIS), lo-
gistic regression, and discriminative analysis, were used to 
diagnose cardiovascular disease in people aged over 35 
years. Our findings showed that ANFIS had an 83.4% ac-
curacy rate, 83.4% AUC, and 80% sensitivity with the 
highest ability in accurate medical decision-making for the 
diagnosis of cardiovascular disease. While logistic regres-
sion and discriminative analysis had an accuracy of about 
74%, the ability of the ANFIS model in classification has 
also been proven in similar studies.  

Bhuvaneswari et al., in the study on the heart disease da-
taset, used Principal Component Analysis (PCA) and 
Adaptive Neuro-Fuzzy Inference System (ANFIS) to pre-
dict the risk of cardiovascular disease. The classification 
accuracy in their study was 93.2% (26). In 2014, Zi-
asabounchi et al., applied the ANFIS method to classify the 
degree of heart disease in 303 patients. Their results 
showed a 92.3% accuracy rate for forecasting a patient’s 
degree of heart disease(8). Sagir et al., in a study to predict 
heart disease, evaluated the classification of two discrete 
Adaptive Neuro-Fuzzy Inference System models, ANFIS 
Matlab's built-in model (ANFIS_ LSGD) and a newly AN-
FIS model with Levenberg-Marquardt algorithm. Outputs 
illustrated the effectiveness of the ANFIS performance 
(27). Zabbah et al., in an analytical study on 200 subjects 
of cardiovascular patients, implemented an artificial neural 
network and neuro-fuzzy method to model the diagnosis of 
coronary artery disease. Implementation of neural network 
algorithms and fuzzy logic showed that although neural 
networks alone have a significant ability to diagnose coro-
nary artery disease, combining neural networks and fuzzy 
logic incredibly increased the system's ability to detect the 
disease. The MSE for the artificial neural network and 
neuro-fuzzy method were 0.25 and 0.007, respectively (9). 
It seems that using neural network methods in the diagnosis 
of coronary heart disease appears effective. 

The ANFIS model has also been used to diagnose other 
diseases. In Polat's study, an adaptive neuro-fuzzy infer-
ence system (ANFIS) and linear and quadratic discriminant 
analysis were used to detect diabetes. The classification ac-
curacy for the ANFIS method obtained was 89.47 % (13). 
Mahmoudi et al. used the ANFIS method for cancer classi-
fication on microarray gene expression data. They com-
pared ANFIS with Support Vector Machine (SVM), K-
Nearest Neighbour (KNN), and Classification and Regres-
sion Trees (CART). ANFIS was the best model (14). 
Sancar et al., in their study, examined ANFIS performance 

Table 4. Predictive accuracies of discriminative approaches 
Methods Sensitivity (%) Specificity (%) Accuracy (%) MSE 
ANFIS 80 86 83.4 0.166 
LR 70 74 72.4 0.175 
FDA/MARS 74 81 77.7 0.223 

 
Table 5. Confidence interval for sensitivity & specificity of discriminative approaches 

Methods  Point Estimate Lower confidence Interval Upper confidence Interval 
ANFIS Sensitivity 0.8 0.77706 0.82938 

Specificity 0.86 0.83308 0.88588 
LR Sensitivity 0.7 0.67032 0.71188 

Specificity 0.74 0.70383 0.76268 
FDA/MARS Sensitivity 0.74 0.71395 0.76195 

Specificity 0.81 0.79362 0.83075 
 

 
Figure 2. ROC curves for discriminative techniques 

 

 
Figure 3. Comparison accuracy of ANFIS, LR and DA models 
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to estimate Body Mass Index (BMI). Low Root Mean 
Square Error (RMSE) results of the model indicated that 
this model is biologically accepted and could be used for 
predicting BMI (28). 

 
Conclusion  
In conclusion, our study showed that the ANFIS method 

had the highest accuracy for detecting CAD and could be 
used in the classification of cardiovascular disease. 
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