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Abstract 
    Background: Breast cancer is one of the most causes of death in women. Early diagnosis and detection of Invasive Ductal Carcinoma 
(IDC) is an important key for the treatment of IDC. Computer-aided approaches have great potential to improve diagnosis accuracy. In 
this paper, we proposed a deep learning-based method for the automatic classification of IDC in whole slide images (WSI) of breast 
cancer. Furthermore, different types of deep neural networks training such as training from scratch and transfer learning to classify IDC 
were evaluated. 
   Methods: In total, 277524 image patches with 50×50-pixel size form original images were used for model training. In the first method, 
we train a simple convolutional neural network (named it baseline model) on these images. In the second approach, we used the pre-
trained VGG-16 CNN model via feature extraction and fine-tuning for the classification of breast pathology images. 
   Results: Our baseline model achieved a better result for the automatic classification of IDC in terms of F-measure and accuracy (83%, 
85%) in comparison with original paper on this data set and achieved a comparable result with a new study that introduced accepted- 
rejected pooling layer. Also, transfer learning via feature extraction yielded better results (81%, 81%) in comparison with handcrafted 
features. Furthermore, transfer learning via feature extraction yielded better classification results in comparison with the baseline model. 
   Conclusion: The experimental results demonstrate that using deep learning approaches yielded better results in comparison with 
handcrafted features. Also, using transfer learning in histopathology image analysis yielded significant results in comparison with 
training from scratch in much less time. 
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Introduction 
Breast cancer is one of the most causes of death in 

women. In the United States, approximately 252,710 new 
cases of breast cancer founded and 40610 of them deeded 

in 2017. Among a types of breast cancers, Invasive Ductal 
Carcinoma (IDC) is the most common cause of death in 
women (1). In this cancer type, cancer cells originate from 
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↑What is “already known” in this topic: 
Early diagnosis and detection of Invasive ductal carcinoma cancer 
(IDC) is an important factor for the treatment of IDC cancer. 
Computer-aided approaches have a great potential to improve 
diagnosis accuracy. There are some solutions and approaches to auto 
classification of IDC, that some of them used Deep Learning and 
handcrafted features.   
 
→What this article adds: 

In this study, we used a simple Deep Learning and pre-trained CNN 
model to classify Invasive Ductal Carcinoma in digital pathology 
images. In this study we addressed a data insufficiently in medicine 
fields and introduced a Transfer Learning approaches to overcome 
this issue. 
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duct cells and spread to the surrounding tissue. Over time, 
cancer cells may spread through the lymph system or 
bloodstream to other organs or bones (2). Early diagnosis 
of breast cancer is one of the most important factors in de-
termining the treatment stages for w omen with malignant 
tumors. Diagnosis of breast cancer generally involves ini-
tial diagnosis through manual examination or regular ex-
amination through mammography and ultrasound imaging 
(3). Among these methods, a biopsy is a gold standard for 
breast tissue examination. The biopsy of the breast tissue 
allows pathologists to access the microscopic structures of 
the breast tissue (4). Histology images allow the differenti-
ation between healthy, benign and malignant tissues. How-
ever, the analysis of histopathological images is time con-
suming and challenging task because it involves a 
pathologist scanning large images of tissues that requires a 
knowledge of professionals and therefore outcome of anal-
ysis may be affected by the level of experience of the 
pathologist. Therefore, Computer-assisted diagnostic 
(CAD) systems are developed to help pathologist and doc-
tors in early diagnosis of cancer and abnormalities detec-
tion and has a major role in the early diagnosis and progno-
sis of breast cancer (5). Since, histopathological images of 
breast tissue are high-resolution images that contain rich 
geometric features and also, inter-variability in classes 
makes classification difficult the process of developing 
CAD systems is a challenging task. In addition, due to the 
inadequate feature selection methods for pathological im-
ages of breast cancer, we may have difficulty extracting 
features. Traditional feature selection methods such as 
scale-invariant feature transform (STIF) (6) and gray-level 
co-occurrence matrix (GLCM) (7), all rely on labeled data. 
In recent years, artificial intelligence in a variety of medi-
cine fields has been applied (8-12). Machine learning algo-
rithms are the most popular subset of artificial intelligence 
for image interpretation that relies on the extracted features 
(13). Deep learning is an approach to machine learning 
methods where artificial neural networks, algorithms in-
spired by the human brain, learn from a large number of 
data (14). Deep Learning algorithms try to learn high-level 
features from data and also, deep learning models try to ac-
curate predictions by himself (15). Therefore, deep learning 
reduces the need of hand-crafted features of every problem. 
In neural networks, Convolutional neural network (Con-
vNets or CNNs) is one of the main categories to do images 
recognition, images classifications (16). Todays, digital pa-
thology is one of the recent examples of big data in the med-
ical field. Already approaches have shown to be useful in 
many studies as they have a potential to reduce the tedious 
of providing accurate quantification and act as a second 
reader helping to reduce inter reader variability among 
pathologists (17-19). Artificial intelligence and especially 
deep learning approaches provide great opportunities to ex-
tract and learn hidden features that cannot be assessed in 
routine laboratories tests. However, training of CNNs from 
scratch needs a large labeled data, which is a common issue 
in the medical field (9). There are some approaches such as 
transfer learning, to overcome this problem (20, 21). In this 
study, we propose a deep learning-based method of classi-
fying invasive ductal carcinoma in positive and negative 

categories from histopathology images. Also, we addressed 
data insufficiently in medial fields and to overcome this is-
sue, we proposed transfer learning approaches in two dif-
ferent manners. First, a pre-trained CNNs model was used 
to extract features automatically and secondly, the same 
CNN model also used as fine-tuned model for classification 
histopathology images. After training, each model tasted on 
test image set separately and results will be compared.  

Related Works: The application of deep neural networks 
in breast cancer detection and classification has been stud-
ied. Liu Y et al. used convolutional neural networks to de-
tection and segmentation of metastasis lesions in breast Gi-
gapixel histology images. Detection accuracy was 92.4% 
that in comparison to 82.7% was 10% improved (22). In 
another study by Reiazi et al. a CNN model, named faster 
R-CNN, used for lesion detection in mammography im-
ages. They used 102 mammography labeled images for 
training. Overall precision was 0.2 in detection lesions (21).  
In other work by Araújo T et al. Detection and classification 
of cancer cells in histology images was done. They used 14 
layers convolutional neural networks to detect cancer cells 
and then classify cancerous cells in carcinoma and non- car-
cinoma categories in 274 histology images. The sensitivity 
of network was 95% and finally, they reach 83% accuracy 
(23). Romo‐Bucheli D et al. used 9-layer CNN to classify 
cancer cells breast histology images. They used 741 histol-
ogy images to train CNN in a supervised manner. The 
model accuracy was 83.19% on the test set (24). Romano 
AM et al. developed a deep learning architecture to classify 
in malignant and begin IDC images. They introduced a new 
pooling layer, called accepted-rejected pooling, with pool 
size of 2×2. Totally 277,524 image patches were used. Af-
ter training, the test set was run through the model. Bal-
anced accuracy and F1-measure were used as a perfor-
mance measure. Balanced accuracy was 85.41% and F1 is 
0.8528 and compared results against existing approaches. 
According to their results, F1-score was better and balanced 
accuracy also was slightly higher with percentage improve-
ment of 11.51% and 0.86% for F1-score and balanced ac-
curacy respectively (25). In another study by Xie J et al. a 
supervised and unsupervised deep learning models are used 
to classify invasive ductal carcinoma in histopathology im-
ages. They used adapted Inception_V3 and Inception_Res-
Net_V2 architecture as transfer learning approach for bi-
nary and multi-class issues of breast cancer classification. 
Also, they constructed a new autoencoder network to trans-
form the extracted features by Inception_ResNet_V2 to 
perform image analysis. Their results show that proposed 
autoencoder yielded better results than feature extraction 
only rely on Inception_ResNet_V2. In totally, their results 
shown Inception_ResNet_V2 network for transfer learning 
provides a new tools of histopathological image analysis 
(26). Rakhlin A et al. utilized several deep neural network 
architectures and gradient boosted trees classifier to clas-
sify histopathology images in four classes. ResNet-50, In-
ceptionV3 and VGG-16 networks are used as feature ex-
tractors. They remove fully connected layer from each 
model. For ResNet-50, InceptionV3 a Global Average 
Pooling layer used to convert 2048 channel features map 
into one-dimensional feature vector. Also, for VGG-16 
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they applied a same Global Average Pooling layer into four 
internal CONV layer 128, 256, 512 and 512 channel and 
finally concatenated all channels into a vector with length 
of 1408. After training, for binary classification, they report 
accuracy of 93.8%, AUC 97.3% and sensivity/specificity 
of 96.5/88.0% (27). Cruz-Roa A et al. developed a CNN 
framework for visual analysis of tumor regions for diagno-
sis support. They used a 3-layers CNN architecture which 
consist of two layers of convolution and pooling and re-
maining layers were fully connected layers. They used 113 
whole slide images (WSI) used for training and 49 WSI 
used for independent test. After training, their model 
yielded in 71.80% for F1-measure and 84.23% for balanced 
accuracy. Also, they compare results with an approach us-
ing handcrafted features and machine learning classifica-
tion for breast cancer classification (66.64% and 77.24% 
respectively for F1-measure and balanced accuracy) (28). 
Brancati N et al. proposed a method named SEF that based 
on deep neural network to learn histopathology images to 
avoid handcrafted pathology features. SET is based on Re-
sidual CNN and Softmax classifier to detect and classify 
IDC. They compare results against different CNN models 
(UNet and ResNet and FusionNet) on a same dataset. The 
results show that Autoencoders extract features that not 
useful for classification, since they learn image reconstruc-
tion. However, their model yielded improvement of 5.06% 
in F-measure for detection task and an improvement of 
1.09% in the accuracy for classification task (29). Alom 
MZ et al. proposed Inception Recurrent Residual Convolu-
tional Neural Network (IRRCNN) for breast cancer classi-
fication. IRRCNN is a combination of Inception Network 
(Inception-V4), the Residual Network (ResNet) and the Re-
current Convolutional Neural Network (RCNN). They used 
two publicly histopathology image data set for training and 
test. After training, performance of model evaluated based 
on sensivity, area under curve (AUC), ROC curve and 
global accuracy. Also, they consider different criteria such 
as magnification factor, resized samples, augmentation in 
this study. They reported 99.05% accuracy for binary clas-
sification and 98.59% accuracy for multi-class breast can-
cer classification (30). 

 
Methods 
Dataset 
The publicly available image dataset provided in Kaggle 

coding website (http:/Kaggle.com) used in this study. The 
original dataset come from the study by  (28) and (31). The 
dataset consists of high-resolution images (2040 * 1536 
pixels) from 162 women diagnosed with IDC at the Hospi-
tal of the University of Pennsylvania and The Cancer Insti-
tute of New Jersey. All slides were digitized via the same 
scanner at 40x magnification (0.25 µm/pixel resolution). 
Images down sampled to a smaller patch in 50 by 50-pixel. 
A total of 277524 smaller image patches were extracted 
from the original images. Each labeled image as either 
“IDC positive” or "IDC negative" via manual delineation 
by an expert pathologist. 78786 images belong to "IDC (+) 
and 198738 images to “IDC (-)” categories ". Figure 1 
shows the patches of these images in these two classes. 

Preprocessing 
All images were rescaled to gray level (0, 1) to reduce 

computational cost and faster training. Furthermore, by 
standardizing the data in this way, a mean (µ) = 0 and stand-
ard deviation (ߪ) =1 and this allow optimizer to converge 
faster. 20% of the total images were used for the test phase 
and the rest of them used for training. We also need a vali-
dation set in order to check to overfitting. Another issue in 
this dataset is the imbalance between classes .This means 
that the number of data in the benign class is about 2.5 times 
the number of data in the malignant class which have a det-
rimental impact of CNN performance (32). According to 
(32) oversampling emerged as dominant approach in al-
most all analyzed scenarios. SMOTE stands for Synthetic 
Minority Over-sampling Technique was used as over-
sampling approach. The basic idea is to generate syn-
thetic data using the nearest neighbor method. This is done 
using imblearn library (https://imbalanced-
learn.readthedocs.io/). 

Figure 2 shows the number of images in both classes be-
fore (left image) and after (right image) oversampling. 
Also, we shuffled images to remove any patterns if pre-
sented. Shuffling data serves the purpose of reducing vari-
ance and making sure that models remain general and over-
fit less (33). 

 
Deep Convolutional Neural Network 
We used two different approaches to train our classifier 

model: training from scratch and transfer learning.  In train-
ing from scratch, a custom model train with random initial-
ization. It requires many data and computationally expen-
sive and needs to design a new model architecture. On the 
other hand, in transfer learning, a pre-train model that 
learned some basic features such as edges, corners and 
lines, used for new task. 

 
Training from scratch 
As shown in Figure 3, the network architecture (named it 

baseline model) consists of 4 layers of convolution with 
ReLu activation function except for last. Drop out layers 
used to reduce the number of trainable parameters. The in-
put layer consists of 32 filters with a kernel size of 3 × 3 
which has an input size of (50×50×3) that 3 refer to the 
RGB color channels. Also, the max-pooling layer was used 
to reduce size of features map. Finally, a flatten layer used 

 
Fig. 1. An example of pathology images with labels 
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to change the feature map dimension to 1D array for fol-
lowing fully connected layer with two neurons and Softmax 
activation function (Fig. 3). 

The baseline model was trained end-to-end on training 
images and used Adam optimizer (34) (learning 
rate=0.001). Binary cross entropy also used as the loss 
function for 20 epochs with batch sizes of 32. Several data 
augmentation methods were used to artificially increase the 
size of the dataset. This process helps in solving overfitting 
and model’s generalization during training. The settings de-
ployed in image augmentation are listed in Table 1. 

The rotation range indicated the range in which the im-
ages will rotate by specifying the rotation in degrees. We 
are rotating the image by -40 degrees. The width shift and 
height shift ranges are within which to randomly translate 
images vertical or horizontally by 0.2 percent. Furthermore, 
the shearing in range 0.2 was used to clips the image angles 
in counterclockwise direction. Also, zoom range of 0.2 was 
used to randomly zooming inside the images. 

 

Transfer Learning 
Transfer learning is a deep learning technique where a 

model trained on one task use of the knowledge gained 
while solving one problem and applying it to a different but 
related problem. In general, there are two types of transfer 
learning in the context of deep learning: 

• Transfer learning via feature extraction 
• Transfer learning via fine-tuning 
In deep learning models, different layers learn different 

features and this is a hierarchical representation of layered 
features. These layers are connected to a last layer (usually 
dens layer) to get final output. In transfer learning via fea-
ture extraction, these layers allow to utilize a pre-trained 
CNN models as a feature extractor with customized final 
layer. Fine-tuning on the other hand is more involved tech-
nique, where we need to selectively retrained some of the 
previous layers and last layer need to be changed. VGG-16 
used as a pre-train network for feature extraction and fur-
ther fine-tuning (Fig. 4). This model created by Geometry 
Group at university of Oxford, which specializes architec-
ture for deep convolutional networks for large-scale visual 
recognition and pre-trained on ImageNet dataset (35). 

Transfer Learning via Feature extraction:  In this method, 
all layers were frozen except for the last three fully con-
nected layers. These layers were replaced with two fully 
connected layers with 512 and 2 neurons respectively. A 
drop out layer also used to reduce trainable parameters and 
avoid over-fitting problem (Fig. 5). 

 
Fig. 2. Class distribution. Left: Before oversampling. Right: After oversampling 

 

 
Fig. 3. Base Model Architecture 

 
Table 1. Settings for image Augmentation 

Method Setting 
Rotation Range 40° 
Width Shift 0.2 
Height Shift 0.2 
Shearing 0.2 
Zoom Range 0.2 
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This model was trained on 81% of the training set in 50 
epochs with batch size of 32, and validated on the remain-
ing images. Categorical cross entropy was used as loss 
function. This network trained end-to-end using Adam op-
timizer with standard parameters (ߚଵ ൌ 0.9, ଶߚ	 ൌ 0.99ሻ	and 
learning rate=0.001. 

 
 Transfer Learning via Fine- tuning  
We tuned VGG-16 model architecture by freezing all lay-

ers except last two Conv blocks and modified fully con-
nected layer with 512 and 2 neurons respectively for clas-
sification (Fig. 6). This model trained for 50 epochs and 
batch sizes of 32 with categorical cross-entropy as the loss 
function. Adam optimizer also used for model optimization 
(learning rate=0.001). 

 
Performance Evaluation 
All models evaluated based on F-measure (F1) and over-

all accuracy on the test set images according to equations 
(1) and (2) respectively. Classification results come from 
confusion matrix when applying trained model on test set 
image. Furthermore, we report training time for each 
model, since it is a key factor in application of deep learn-
ing context.  

 

1ܨ ൌ 2 ∗ ݊݅ݏ݅ܿ݁ݎܲ ∗ ݊݅ݏ݅ܿ݁ݎܲݕݐ݅ݒ݅ݏ݊݁ܵ   ሺ1ሻ																																					ݕݐ݅ݒ݅ݏ݊݁ܵ
ݕܿܽݎݑܿܿܣ  ൌ ሺܶܲ  ܶܰሻሺܶܲ  ܶܰ  ܲܨ   ሺ2ሻ																															ሻܰܨ
 
Implementation Detail 
Python programming language was used for implement-

ing the proposed deep learning approaches. Furthermore, 
different packages and libraries such as Keras 
(https://github.com/keras-team/keras) (version 2.2.4) with 
TensorFlow backend for implementing neural network, 
Scikit-Learn (https://scikit-learn.org/) (version 0.21.2) li-
brary for statistical and machine learning analysis also 
used. Matplotlib (https://matplotlib.org/) (version 3.1.2) li-
brary for plotting and visualization, and Scikit-Image 
(https://scikit-image.org/) (version 0.15.0) also used as im-
age processing tool. Numpy (https://numpy.org/) package 
(version 1.16.4) used for numerical computing. All models 
were trained on a NVIDIA® GTX 1080 GPU and Intel core 
i9 Xeon CPU with 128 GB RAM. 

 
Results 
This section will present our classification experimental 

results on histopathological test images from dataset. After 
training of all models, a test dataset was run through the 
model and the results obtained were recorded. 

 
Baseline Model  
Figure 7 shown the model accuracy and loss decay in 20 

epochs on training and validation data. The highest accu-
racy achieved during the validation was 0.85.  

 
Transfer Learning via Feature Extraction 
The overall accuracy was 81% on test set. Figure 8 show 

model’s accuracy and loss curves confusion matrix from le 
and prediction results on test set images (Fig. 8). 

 
Fig. 4. VGG-16 model architecture 

 
Fig. 5. Transfer learning via feature extraction using VGG-16 CNN 
model 

Fig. 6. Fine-Tune VGG-16 model for classification 
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Extracted features were projected into two-dimensional 
representation of the initial features by using t-SNE on ex-
tracted features (Fig .9). t-SNE is an efficient algorithm for 
dimensionality reduction that preserves distance between 

samples (36). 
   As shown in Figure 9, extracted features were well-dif-

ferentiated and make an image classification easy task. 
 

 
Fig. 7. Base line model accuracy and loss curves on training and validation data with prediction results on test set images 

 

 
Fig. 8.  VGG-16 as a feature extractor for image classification: left: model accuracy. Middle: model loss curve. Right: confusion matrix for model 
prediction on test set 

 
Fig. 9. Extracted features by VGG-16 CNN model 
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Transfer Learning via Fine-Tuning 
The highest accuracy score achieved during the valida-

tion set was 0.51. Figure 10 shows the model’s accuracy 
and loss decay on the training and validation set and also 
prediction results on test set. 

Table 2 provided prediction results for all models. Also, 
Table 3 represent all experiment results in summary. High 
values were bolded. 

In original paper by Cruz et al. some of the state-of-the-
art handcrafted features methods applied on this data set. 
Table 4 represent quantitative comparison our transfer 
learning via feature extraction with handcrafted feature 
method.  

 
Discussion 
In this study, a CNN-based approach for the classifica-

tion of histopathology breast cancer images was intro-
duced. We addressed data deficiency in the medical field. 
Some studies suggest using methods such as transfer learn-
ing (37-39). We examined two different types of training 
for breast cancer classification. In the first method, we train 
a four layers convolutional neural network on the training 
set. The model achieved 85% accuracy on the test set. Table 
1 shows the quantitative results of our CNN classifier. 
Among test images, 40.5% was correctly classified as ma-
lignant (TP) and 43.4% of the test set correctly classified as 
benign (TN). Furthermore, 9.7% of all images classified as 
benign, while they were malignant (FN) and 6.45% classi-
fied as malignant, while they were benign (FP).  In another 
method, we used transfer learning to classify images. First, 
we used transfer learning via feature extraction. VGG-16 
CNN model was used as a pre-trained model for feature ex-
traction. After training, the overall accuracy of the test set 

 
Fig. 10.  Fine-tuned VGG-16 accuracy and loss during training and validation data 

Table 2. Classification results for all CNN models on test dataset 
False Negative (FN)  

(%) 
True Negative 

 (TN) (%) 
False Positive (FP) 

(%) 
True positive (TP)  

(%) 
Model 

9.743.46.4540.5 Base line model 
9.340.39.940.6 VGG-16- as a feature extractor 
48.7500.031.8 VGG-16- with fine tuning 

                                         
Table 3. The summary experiment results of all training approaches 

Accuracy Precision F1-Measure Training Training Time (min) Architecture Model 
0.85 0.86 0.83 Scratch 225.3 CNN Base line model 
0.81 0.81 0.81 Transfer 

learning 
21.6CNN VGG-16- as a feature 

extractor 
0.51 0.74 0.35 Transfer 

learning 
200 CNN VGG-16- with fine 

tuning 
 
Table 4. Quantitative comparison of Handcrafted features methods with our Transfer learning via feature extraction approach 
Method Precision F1 Accuracy 
Fuzzy Color Histogram (40) 0.7086 0.6753 0.7874 
RGB Histogram (41) 0.7564 0.6664 0.7724 
Gray Histogram (42) 0.7102 0.6031 0.7337 
JPEG Coefficient Histogram (43) 0.7570 0.5758 0.7126 
MPEG7 Edge Histogram (44) 0.7360 0.5485 0.6979 
Haralick features (45) 0.6246 0.3915 0.6199 
Local Binary Partition Histogram (46) 0.7575 0.3518 0.6048 
Graph-based features (45) 0.6184 0.3472 0.6009 
HSV Color Histogram 0.7662 0.3446 0.6022 
Our Method (Transfer learning via feature extraction) 0.81 0.81 0.81 
 
Table 5. F score and Accuracy of Our Method and Comparison with Existing Deep Learning Approaches 
Method F1-Score Accuracy 
Original Paper (28) 0.7180 0.8423 
Accept-Reject pooling (25) 0.8528 0.8541 
AlexNet, Resize by (9) 0.7648 0.8468 
Our Method 0.8350 0.8562 
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was 81%. Also, prediction results were: TP=40.6%, 
TN=40.3%, FP=9.9%, FN=9.3% on test set. In a second 
manner, a fine-tuned VGG-16 trained and achieved 51% 
accuracy on the test images set. Prediction results for fine-
tuned VGG-16 was TP=1.8 %, TN=50%, FN=48.7%, 
FP=0.03%. According to Figures 8 and 10, the validation 
curve has some fluctuations due to small validation size and 
also because, in these models, almost weights were tuned 
from scratch but in Figure 9, since a pre-trained CNN 
model was used, the validation curve approximately flat. 

According to the results, it can be stated that using trans-
fer learning yielded significant results in comparison to 
training a model from scratch. Also, among transfer learn-
ing approaches, transfer learning via feature extraction in 
comparison with transfer learning via fine-tuning tuning 
due to retraining some of the convolutional blocks in fine-
tuning, yielded better results in less time (about 0.01 less). 

 
Comparison against state-of-the art handcrafted features 

In order to evaluate the efficiency of our approach, we 
compared transfer learning via feature extraction against a 
set of handcraft features in histopathology images. Table 3 
shows quantitative classification performance on histo-
pathology images. Our transfer learning via feature extrac-
tion yielded the best overall performance in term of both 
accuracy and F-measure (0.81, 0.81). The best handcraft 
features are Fuzzy Color Histogram (0.67, 0.78) and 
RGBHistoram (0.66, 0.77). However, our approach im-
proved F-measure and results by 20.9% and 3.84 % respec-
tively over the best handcrafted features. 

 
Comparison against state-of-the-art CNN model 
We also evaluate the efficiency of our baseline model and 

transfer learning via fine-tuning approaches. Table 5 shows 
the performance of our model and different studies. The 
baseline model yielded better performance in comparison 
with original paper on this dataset in term of both accuracy 
and F-score (0.8562, 0.8350). also, our model yielded a 
near equivalent performance in comparison with Romano 
et al (25). 

 
Conclusion 
In this study, we present two deep learning approaches to 

classify IDC in histopathology images. According to re-
sults, our baseline models yielded significant improvement 
in comparison with the original paper on this data set. Fur-
thermore, transfer learning via feature extraction yielded 
better results in comparison with handcrafted features. We 
also, compared training from scratch and transfer learning 
approaches. According to results, transfer learning via fea-
ture extraction has equivalent and even better performance 
in comparison with training from scratch in much less train-
ing time (0.01 less). Also, among transfer learning meth-
ods, feature extraction using pre-trained networks has bet-
ter results in comparison with fine-tune pre-trained models. 
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