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↑What is “already known” in this topic: 
Artificial intelligence has lots of applications in clinical practice 
and medical education. Nowadays, large language models, 
especially ChatGPT, are widely assessed in the standard medical 
examination to evaluate the knowledge of this model in medicine. 
However, there is limited knowledge of Iran’s medical licensing 
exams.   
 
→What this article adds: 

We showed that ChatGPT can pass Iran’s medical exams, 
including basic science and pre-internship, and obtain the minimal 
score needed to apply for residency positions in English. The 
accuracy and concordance were significantly different between the 
Persian and English languages.  
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Abstract 
    Background: A 175 billion parameter transformer architecture is used by OpenAI's ChatGPT language model to perform tasks 
requiring natural language processing. This study aims to evaluate the knowledge and interpretive abilities of ChatGPT on three types 
of Iranian medical license exams: basic sciences, pre-internship, and pre-residency. 
   Methods: This comparative study involved administering three different levels of Iran's medical license exams, which included basic 
sciences, pre-internship, and pre-residency, to ChatGPT 3.5. Two versions of each exam were used, corresponding to the ChatGPT 
3.5's internet access time: one during the access time and one after. These exams were inputted to ChatGPT in Persian and English. 
The accuracy and concordance of each question were extracted by two blinded adjudicators.  
   Results: A total of 2210 questions, including 667 basic sciences, 763 pre-internship, and 780 pre-residency questions, were 
presented to ChatGPT in both English and Persian languages. Across all tests, the overall accuracy was found to be 48.5%, with an 
overall concordance of 91%. Notably, English questions exhibited higher accuracy and concordance rates, with 61.4% accuracy and 
94.5% concordance, compared to 35.7% accuracy and 88.7% concordance for Persian questions. 
   Conclusion:  Our findings demonstrate that ChatGPT performs above the required passing scores on basic sciences and pre-
internship exams. Moreover, ChatGPT could obtain the minimal score needed to apply for residency positions in Iran; however, it was 
lower than the applicants' mean scores. Significantly, the model showcases its ability to provide reasoning and contextual information 
in the majority of responses. These results provide compelling evidence for the potential use of ChatGPT in medical education. 
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Introduction 
The rapid advancements in digital health have been 

greatly facilitated by the emergence of large language 
models (LLMs). These LLMs are large parameter space 
deep neural network models. These billion-parameter 
models are frequently trained using gigabytes or terabytes 
of text data. LLMs are a significant advancement in artifi-

cial intelligence (AI), opening up new possibilities for 
natural language processing and generation (1, 2). 

An LLM Generative Pretrained Transformer (GPT) 
called ChatGPT (OpenAI; San Francisco, CA) was creat-
ed to serve as a "chatbot" (1). With the appearance of this 
model, a sophisticated LLM was available to the general 
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public in a user-friendly style for the first time. Recently, 
ChatGPT's performance has been evaluated through chal-
lenging tasks. For instance, standardized tests were used 
to compare the algorithm's performance against human 
participants intended for these tests. Despite lacking do-
main-specific training, ChatGPT has demonstrated re-
markable performance, consistently achieving scores that 
are at or close to passing or threshold scores of post-
graduate levels of specialization across various fields, 
including medicine, as evidenced by the successful com-
pletion of university multiple-choice questions (MCQ) 
exams of the Chinese National Medical Licensing Exami-
nation and the United States Medical Licensing Examina-
tions (USMLE). In addition to evaluating LLM perfor-
mance in medical licensing, these models have been ex-
plored in the medical field to provide personalized patient 
interaction and educate consumers about their health (3-
6). 

One of ChatGPT's main draws is its ability to under-
stand the context and engage in meaningful, relevant con-
versations regarding the subject at hand (7).  Numerous 
studies have been conducted on ChatGPT to showcase its 
potential application in the medical sector. In leveraging 
AI to produce precise and validated information for pa-
tients and the general public, it becomes crucial for medi-
cal students and healthcare professionals to assess the ac-
curacy of AI-generated medical information (8-10). 
Therefore, it is of utmost importance to ascertain 
ChatGPT's proficiency in accurately answering medical 
examination questions (11). 

Conventional medical education often relies on lectures 
and passive learning. Moreover, there is a reliance on 
standardized testing, which may not accurately reflect a 
student's abilities or readiness for practice. Additionally, 
the inability of medical students to engage in self-directed 
learning strategies can further complicate their learning 
process (12, 13). These challenges may leave medical 
graduates unprepared for healthcare demands. This has led 
to growing interest in using advanced language models 
like ChatGPT to transform traditional educational meth-
ods by providing interactive and personalized learning 
experiences (14). However, by research with ChatGPT, 
we recognized the potential impact of input language on 
the model's output accuracy (15). This prompted us to 
investigate the performance of ChatGPT in Persian medi-
cal exams and its understanding of Persian medical termi-
nology, aiming to offer valuable insights for non-English 
speaking medical students looking to utilize this tool ef-
fectively in their studies. 

Additionally, in our pursuit to enhance the utility of 
ChatGPT for medical students, we sought to assess the 
concordance of each question in a large sample size. By 
rigorously evaluating the model's accuracy across a di-
verse range of medical questions, our study aims to offer 
clear guidance on the optimal utilization of ChatGPT in 
the context of medical education.  

 
Methods 
Data inputting 
This comparative study involved administering three 

different Iran medical license exams, which included basic 
sciences (BS), pre-internship, and pre-residency, to 
the web interface of ChatGPT 3.5 (OpenAI; San Francis-
co, CA) with the seven classical parameters including 
temperature, Top-p, Max Tokens, Frequency Penalty, 
Presence Penalty, Stop Sequences, and Number of Re-
sponses left at their default settings. 

Two time-zone versions of each exam, corresponding to 
the ChatGPT 3.5's internet access time, which is limited to 
September 2021, were used: one from the exams orga-
nized before September 2021 and one after. All questions 
and their correct answers were sourced from the official 
website of the Iranian Ministry of Health and Medical 
Education. All questions were presented to ChatGPT in 
Persian language without any modifications and were in 
MCQ format. Additionally, the questions were translated 
into English using Google Translate® online and then 
submitted to ChatGPT without any correction. The study 
excluded questions that had pictures, as they could poten-
tially distort ChatGPT's performance. To minimize 
memory retention bias, a new chat session was initiated 
for each question. At the beginning of every chat session, 
the questioner introduced himself as a medical student, 
and then the questions were input into the ChatGPT inter-
face. No specific prompting strategies to elicit direct an-
swers or explanations from the model were incorporated. 
Then, all the questions and answers were copied and de-
livered to two adjudicators to judge accuracy and con-
cordance. 

 
Adjudication and Bias Mitigation Strategies 
We used a method of adjudication similar to Kung et 

al.(5). The criteria used for determining the accuracy were 
as follows: 

- Accurate: The final answer matches the key of the na-
tional organization for educational testing. 

- Inaccurate: Incorrect answer choice is selected, AI 
output is not an answer choice, AI returns a, or AI deter-
mines that not enough information is available. 

For concordance, the criteria were: 
- Concordant: Explanation affirms the answer. 
- Discordant: Any part of the explanation contradicts it-

self. 
To address the potential risk of bias and subjectivity, we 

implemented several mitigation strategies. We conducted 
two separate training sessions to ensure that the method of 
the study and the criteria of adjudication were clear to the 
adjudicators. Additionally, we used two students with the 
highest grades, who were blinded to each other, to deter-
mine the accuracy and concordance of the model's output. 
We employed blinding in the training sessions and en-
sured that the adjudicators were blinded to each other to 
reduce subjectivity. In cases where there were differences 
in accuracy and concordance judgment, accuracy was re-
checked by using the answers provided by the Iran Minis-
try of Health and Medical Education, and the senior au-
thor arbitrated the discrepancies in concordance. Notably, 
the fact that only 20 questions in our large sample size 
needed to be arbitrated by the senior author demonstrated 
the low risk of subjectivity in our method. 
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Statistical analysis 
Statistical analysis was performed by Statistical Package 

for Social Sciences (SPSS Inc. Released 2009. PASW 
Statistics for Windows, Version 18.0. Chicago: SPSS 
Inc.). Descriptive data were reported as numbers and per-
centages. Binary logistic regression and Chi-square tests 
were used to compare the variables of the study. A P-
value less than 0.05 was considered statistically signifi-
cant. 

 
Results 
A total of 2210 questions were given to ChatGPT, in-

cluding 667 basic sciences (BS), 763 pre-internship (PI), 
and 780 pre-residency (PR) questions. Total accuracy was 
48.5%, and total concordance was 91% among all exami-
nations. The accuracy and concordance for English ques-
tions were 61.4% and 94.5%, respectively, and 35.7% and 
88.7 % for Persian questions (Figure 1).  

ChatGPT performed best in the BS exam with 72% ac-

curacy in English. The lowest accuracy was in the PR 
exam, with 32.3% in Persian. The best concordance was 
in the BS exam with 98.2%, and the lowest was in the PR 
exam, with 84.1%. Detailed demographic data are pre-
sented in Table 1. 

There was no significant difference in accuracy and 
concordance for the mentioned time zones (BS: 0.885-
0.122, PI: 0.628-0.347, and PR: 0.825-0.065). We found 
significant differences in accuracy and concordance be-
tween Persian and English questions in all exams (BS 
accuracy: P-value < 0.001; OR (95%C.I.): 1.024 (0.741-
1.415), BS concordance: P-value = 0.005; OR (95%C.I.): 
0.612 (0.239-1.139), PI accuracy: P < 0.001; OR 
(95%C.I.): 2.531 (1.889-3.391), PI concordance: P-value 
= 0.002; OR (95%C.I.): 2.522 (1.403-4.534), PR accura-
cy: P < 0.001, OR (95%C.I.): 2.435 (1.825-3.249), PR 
concordance: P-value = 0.012; OR (95%C.I.): 1.826 
(1.143-2.917) (Table 2 and Table 3). 

 
Figure 1. Accuracy and Concordance of all questions in different languages and time zones 
 
 
Table 1. Descriptive characteristics of the study 
 Time zone Exam Language Accuracy Concordance 

Accurate Inaccurate Concordant Discordant 
Count (%) Count (%) Count (%) Count (%) 

Before September 
2021 

Basic science Persian 56 (32.7) 115 (67.3) 156 (91.2) 15 (8.8) 
 English 123 (72.4) 47 (27.6) 167 (98.2) 3 (1.8) 

Pre-internship Persian 65 (34.0) 126 (66) 168 (88) 23 (12) 
 English 110 (57.3) 82 (42.7) 183 (95.3) 9 (4.7) 

Pre-residency Persian 77 (39.5) 118 (60.5) 164 (84.1) 31 (15.9) 
 English 107 (54.9) 88 (45.1) 176 (90.3) 19 (9.7) 

After September 
2021 

Basic science Persian 64 (39.3) 99 (60.7) 146 (89.6) 17 (10.4) 
 English 109 (66.9) 54 (33.1) 153 (93.9) 10 (6.1) 

Pre-internship Persian 69 (36.3) 121 (63.7) 173 (91.1) 17 (8.9) 
 English 111 (58.4) 79 (41.6) 182 (95.8) 8 (4.2) 

Pre-residency Persian 63 (32.3) 132 (67.7) 173 (88.7) 22 (11.3) 
 English 118 (60.5) 77 (39.5) 183 (93.8) 12 (6.2) 
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As shown in Table 4, 82.3% of the discordant questions 
were inaccurate, and 51% of the concordant questions 
were accurate. We found a statistically significant rela-
tionship between concordance and accuracy (P < 0.001). 

 
Discussion 
With the development of ChatGPT, a crucial turning 

point in the field of conversational AI has emerged, in 
which all aspects of society can be influenced, particularly 
the field of medicine, from research to teaching (16, 17). 

The question sets used in this study included Iran’s 
three medical exams: BS, PI, and PR. The aforementioned 
exams include a series of standardized MCQs measuring 
both basic science knowledge and clinically-based prob-
lems requiring analytical thinking. ChatGPT performed 
above the required passing scores on the BS and PI exams. 
However, ChatGPT obtained lower scores in the PR ex-
am, which is highly competitive with limited positions 
available, compared to applicants' mean scores, but it 
could achieve the minimal score required for application. 
Furthermore, ChatGPT was notably unaffected by the 
examination's time zone, despite it being presumed that 
ChatGPT would perform better on tests taken before Sep-
tember 2021, as the available data for ChatGPT 3.5 is re-
stricted to September 2021.  

The use of two languages in asking this chatbot's inquir-
ies yielded an interesting finding. ChatGPT was unable to 
successfully pass any of the medical license exams in Per-
sian, including both pre-September and post-September. A 
study by Khorshidi et al. on the 2023 Iranian residency 
entrance examination revealed ChatGPT 4’s excellent 
support for diverse language input. It was able to pass the 
PR exam by a score of 81.3% (18). The high accuracy of 
the Khorshidi et al. article could be a result of a potential 
memory retention bias that was not considered in their 
valuable article and the model's newer version. Neverthe-

less, the accessibility of ChatGPT 4 remains a concern, 
particularly for students in developing countries who often 
find it financially challenging. The significant difference 
between English and Persian in our study can be explained 
by the limited available Persian internet textual data com-
pared to the English context. Moreover, it suggests that 
banned access to or limited acceptance of this technology 
in countries speaking Persian may have led to less data 
being generated from Persian interactions, which is essen-
tial for improving the model's language comprehension. 
Moreover, it is implied that Google Translate is successful 
in translating medical Persian texts while preserving core 
concepts. This suggests that utilizing Google Translate for 
English translation as the input language for ChatGPT can 
be an alternative option for individuals unable to afford or 
access newer versions of ChatGPT with better Persian 
language support.  

 The study points to a significant connection between 
the concordance and accuracy of the ChatGPT's respons-
es. The ChatGPT frequently offers a logical and reasona-
ble justification for the response choice when a question is 
correctly answered. Low concordance in incorrectly an-
swered questions demonstrates that the chatbot has failed 
to understand the gist of the query. We did not investigate 
the questions with low concordance, which is a limitation 
of our study. However, since low concordance indicates 
that a model's capacity for analysis of the response is low, 
it is anticipated that queries with low concordance will 
focus more on analytical thinking than on scientific facts, 
which are easily accessible information for this model. A 
critical point worth mentioning is that using ChatGPT in 
practice when analytical thinking is needed, without the 
supervision of an expert medical consultant, may lead to 
life-threatening situations (19-22). As seen in our results, 
in the case of questions in which the presented patient had 
a case of multiple diseases, this model focused on less 

Table 2. Binary logistic regression for questions accuracy 
Exams Predictor P-value OR (95% C.I.) 

Basic-science Time (After Sep 2021 vs. Before) 0.885 1.024 (0.741-1.415) 
Language (English vs. Persian) <0.001 4.096 (2.965-5.66) 

Pre-internship Time (After Sep 2021 vs. Before) 0.628 1.075 (0.803-1.44) 
Language (English vs. Persian) <0.001 2.531 (1.889-3.391) 

Pre-residency Time (After Sep 2021 vs. Before) 0.825 0.968 (0.726-1.292) 
Language (English vs. Persian) <0.001 2.435 (1.825-3.249) 

 
Table 3. Binary logistic regression for the concordance of Chat-GPT answers 

Exams Predictor P-value OR (95% C.I.) 
Basic science Time (After Sep 2022 vs. Before) 0.122 0.612 (0.239-1.139) 

Language (English vs. Persian) 0.005 2.619 (1.347-5.09) 
Pre-internship Time (After Sep 2022 vs. Before) 0.347 1.301 (0.752-2.248) 

Language (English vs. Persian) 0.002 2.522 (1.403-4.534) 
Pre-residency Time (After Sep 2022 vs. Before) 0.065 1.545 (0.973-2.453) 

Language (English vs. Persian) 0.012 1.826 (1.143-2.917) 
 

Table 4. Chi-square test for accuracy and concordance correlation 
  Accuracy P-value 
  Inaccurate, N (%) Accurate, N (%) 
Discordant 153 (82.3) 33 (17.7) <0.001 
Concordant 985 (48.7) 1039 (51.3) 
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critical chief complaints and missed serious conditions.  
ChatGPT can be applied to the field of medical educa-

tion. According to the findings of previous studies and our 
research, ChatGPT's medical knowledge is becoming reli-
able, and its clinical reasoning ability is comparable to 
that of human medical learners. Additionally, the model’s 
ability to converse in a human-like style makes it an inter-
active educational tool, even for medical students who do 
not speak English (5, 23). As an interactive virtual assis-
tant, ChatGPT can facilitate personalized learning experi-
ences by analyzing students' strengths and weaknesses, 
thereby tailoring educational content to meet individual 
needs. Furthermore, its ability to generate questions and 
simulate clinical scenarios allows for self-assessments. By 
providing immediate feedback on their assessments, 
ChatGPT can help students track their learning progress 
effectively. Additionally, students can practice their com-
munication and diagnostic skills in a risk-free environ-
ment, preparing them for real-world patient interactions 
(24, 25). For instance, a medical student could submit a 
personal clinical case to ChatGPT and ask questions about 
its different aspects. The process of asking questions can 
spark further inquiry. By comparing the model's responses 
with his answers, the student can recognize his knowledge 
gaps and acquire additional information to supplement his 
existing understanding.  

While the study demonstrates admirable accuracy 
(48.5%) for the model, it also shows that the glass is half 
empty, and it is essential to consider both the positive and 
negative consequences of relying on AI models for medi-
cal training (15). The new generation, which is mixed with 
this technology, cannot be prevented from using it (7). We 
suggest teaching students the correct way of using this 
model, not as a teacher for asking questions, but as an 
informed, quick study partner who is not safe from mak-
ing mistakes to learn concepts more deeply.  

In addition to these considerations, the application of 
ChatGPT in the context of medical education raises im-
portant ethical considerations warranting careful examina-
tion (26-28). It should be noted that ChatGPT, while pro-
ficient in generating human-like responses and providing 
educational support, is not a substitute for the expertise 
and judgment of licensed medical professionals. As such, 
a clear delineation of the roles and responsibilities of 
ChatGPT in medical education is essential to ensure that 
its use complements and enriches traditional teaching and 
assessment methodologies rather than supplanting them. 
Furthermore, the reliance on ChatGPT's medical advice 
without human verification may lead to inaccurate rec-
ommendations, potentially harming patients (29). In light 
of these ethical considerations, medical educators, practi-
tioners, and policymakers must engage in establishing 
clear guidelines, ethical frameworks, and regulatory 
standards for the responsible use of AI in medical educa-
tion, which are essential to mitigate potential risks and 
ensure the ethical and responsible integration of AI tech-
nologies in the medical field. 

 
Limitations 
There are certain limitations to this study. First, we uti-

lized a single model, and the results are not generalizable 
for newer versions or other LLM chatbots. Even for the 
same LLM, the findings may differ by the time the re-
search is published since LLMs can improve their func-
tion through ongoing user feedback. Moreover, by modi-
fying model default parameters and incorporating specific 
prompting strategies, such as the chain of thoughts (CoT), 
the model performance can improve, and the results may 
differ. We did not customize the model, considering that 
most users may not be familiar with the parameters and 
prompting strategies, but it should be in mind as a poten-
tial limitation for the model’s performance when interpret-
ing the results. Another limitation that should be noted 
when interpreting the performance of the model in Persian 
is the scarcity of readily available Persian medical re-
sources on the internet, which can result in insufficient 
representation of Persian medical terminology within 
Google Translate and models like ChatGPT. Furthermore, 
we did not consider the taxonomy of the questions, which 
helped determine ChatGPT's accuracy in handling more 
complex cases. We recommend future studies to incorpo-
rate this for a more precise evaluation.  

  
Conclusion 
Our findings demonstrate that ChatGPT performs above 

the required passing scores on basic sciences and pre-
internship exams in the English language. Moreover, 
ChatGPT could obtain the minimal score needed to apply 
for residency positions in Iran in the English language; 
however, it was lower than the applicants' mean scores. 
Moreover, the model showcases its ability to provide rea-
soning and contextual information in the majority of re-
sponses, owing to its dialogic character when addressing 
inquiries.  
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