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Abstract 
    Background: Uterine corpus endometrial cancer (UCEC) is known as the sixth most common cancer in the world. Advances in 
bioinformatics and deep learning have provided the 2 tools for screening large-scale genomic data and discovering potential biomarkers 
indicative of disease states. This study aimed to investigate the identification of important genes for diagnosis and prognosis in the uterus 
using bioinformatics and machine learning algorithms. 
   Methods: RNA expression profiles of UECE patients were analyzed to identify differentially expressed genes (DEGs) using deep 
learning techniques. Prognostic biomarkers were assessed through survival curve analysis utilizing COMBIO-ROC. Additionally, 
molecular pathways, protein-protein interaction (PPI) networks, co-expression patterns of DEGs, and their associations with clinical data 
were thoroughly examined. Ultimately, diagnostic markers were determined through deep learning-based analyses. 
   Results: According to our findings, MEX3B, CTRP2 (C1QTNF2), and AASS are new biomarkers for UCEC.  The evaluation metrics 
demonstrate the deep learning model's (DNN) efficacy, with a minimal mean squared error (MSE) of 5.1096067E-5 and a root mean 
squared error (RMSE) of 0.007, indicative of accurate predictions. The R-squared value of 0.99 underscores the model's ability to explain 
a substantial portion of the variance in the data. Thus, the model achieves a perfect area under the curve (AUC) of 1, signifying 
exceptional discrimination ability, and an accuracy rate of 97%. 
   Conclusion: The GDCA database and deep learning algorithms identified 3 significant genes —MEX3B, CTRP2 (C1QTNF2), and 
AASS—as potential diagnosis biomarkers of UCEC. Thus, identifying new UCEC biomarkers has promise for effective care, improved 
prognosis, and early diagnosis.  
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Introduction 
Uterine corpus endometrial carcinoma (UCEC) is the 

fourth most common cancer among women in the United 
States and the sixth most prevalent cancer globally (1, 2). 
UCEC is one of the few cancers whose occurrence and 

mortality rates are increasing in the United States, and to 
some extent, it reflects the prevalence of overweight and 
obesity since the 1980s (3). In 2020, the number of individ-
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↑What is “already known” in this topic: 
Bioinformatics analysis explored prognosis-associated biomarkers 
for estrogen-independent uterine corpus endometrial carcinoma. In 
summary, 4611 (messenger ribonucleic acid) mRNA, 3568 long 
non-coding RNAs (lncRNAs), and 47 microRNAs (miRNAs) were 
differentially expressed between endometrial cancerous and normal 
endometrial tissues.   
 
→What this article adds: 

Important diagnostic genes in the uterine were identified using 
bioinformatics and machine learning. According to findings, 
MEX3B, CTRP2 (C1QTNF2), and AASS are new biomarkers for 
uterine corpus endometrial cancer. The evaluation metrics 
demonstrate the deep learning model's efficacy, with a minimal 
mean squared error (MSE) of 5.1096067E-5 and a root mean 
squared error (RMSE) of 0.007, indicative of accurate predictions.  
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uals with UCEC around the world was 417,367. It is pre-
dicted that in 2023, almost 66,200 individuals in the United 
States will be diagnosed with UCEC (4). Further, it is pre-
dicted that the number of people suffering from this cancer 
will increase by 52.7% by 2040, and the death rate will 
reach 70.6% (1). According to histopathological features, 
uterine cancer is classified into 2 categories: endometrial 
cancer (very common) and uterine sarcoma (rare). UCEC 
includes about 80% of all cases with the disease, which has 
a survival rate of about 90% (1). Early detection of this can-
cer is exceptionally vital in managing its treatment. Improv-
ing decision-making and treatment management requires 
the identification of biomarkers related to this disease (5). 
In recent decades, methods such as decision fusion tech-
niques, machine learning, and bioinformatics techniques 
have been used to analyze and process big data (6-8). Many 
studies have been introduced to identify biomarkers for the 
prognosis and diagnosis of UCEC. To identify these bi-
omarkers in high-throughput data, bioinformatics and arti-
ficial intelligence approaches have been widely used (1, 9-
11). 

Zagidullin et al demonstrated how 3 visually interpreta-
ble models can contribute to generating new research hy-
potheses. By analyzing the decision path structure of the 
(Optimal Stopping Time) OST, they identified L1 cell ad-
hesion molecule expression and estrogen receptor status as 
key risk factors in the p53 abnormal Endometrial Carci-
noma (EC) subgroup (12). 

Zhao et al utilized bioinformatics analysis to identify key 
genes and potential prognostic biomarkers for uterine can-
cer. Their study included gene set enrichment analysis 
(GSEA) and an evaluation of prognostic values and molec-
ular mechanisms. They identified 28 upregulated and 94 
downregulated genes across 4 gene expression omnibus 
(GEO) datasets after gene fusion. Gene ontology analysis 
indicated that these differentially expressed genes (DEGs) 
primarily regulate transcription and cell proliferation. Pro-
tein-protein interaction (PPI) analysis highlighted 10 hub 
genes—JUN, UBE2I, GATA2, WT1, PIAS1, FOXL2, 
RUNX1, EZR, TCF4, and NR2F2—with the highest de-
pendency scores. Among these, the expression patterns of 
9 genes, excluding UBE2I, aligned with mRNA levels from 
The Cancer Genome Atlas (TCGA) data. Furthermore, 
FOXL2, TCF4, and NR2F2 were significantly associated 
with uterine cancer prognosis, with their low expression 
correlating with poorer outcomes (13). 

To identify early biomarkers of UCEC, researchers iden-
tified sets of possible candidates (ToppGene) using Dis-
GenNET and gene expression databases and a prioritization 
algorithm. In the next step, PPI network analysis and sur-
vival analysis were used to analyze the data. They identi-
fied a total of 10 genes, among which the target protein 
Xklp2 (TPX2) was the most promising independent prog-
nostic marker in the first stage of UCEC (1). Also, to pre-
dict the worst prognosis of type 2 UCEC, weighted gene 
co-expression network analysis (WGCNA), a combination 
of ceRNA regulatory network analysis, functional enrich-
ment analysis, PPI network construction, and survival anal-
ysis identified 5 prognostic biomarkers—LINC02418, 
RASGRF1, GCNT1, LEF1, and NKD1 (11). In another 

study, prognostic analysis showed that Cyclin E1 was sig-
nificantly associated with worse overall survival in patients 
with UCEC. The hub genes and differentially expressed 
miRNAs identified in this study have demonstrated poten-
tial as prognostic biomarkers for UCEC and could serve as 
molecular targets for therapeutic interventions. These find-
ings suggest promising avenues for utilizing molecular sig-
natures to improve prognostication and treatment strategies 
in UCEC management (14). 

The present study aimed to identify diagnostic bi-
omarkers for UCEC. This research differentiates from other 
similar research in using a combination of DNN and bioin-
formatics analysis. 

 
Methods 
Data Collection 
Gene data for UCEC patients, along with key clinical fea-

tures such as sex, tumor stage, TNM (Tumor, Node, Metas-
tasis) classification, and survival information, were re-
trieved from the GDAC dataset available at 
https://gdac.broadinstitute.org/. These well-curated da-
tasets formed the basis for subsequent clinical analyses. 

 
 Preprocessing of Data and Identification of DEGs 
Advanced machine learning techniques were used to dis-

cover novel genes, with careful awareness of the critical 
steps of normalization and filtering in the data analysis 
pipeline. Before using deep learning algorithms for the 
RNA data, thorough preprocessing was performed, which 
included filtering and normalization processes. Initially, 
duplicate genes and samples were systematically removed 
through custom filter scripts in R programming, ensuring 
that the dataset was free from redundancy and noise that 
could skew the analysis. 

Normalization is a crucial step in the preprocessing pipe-
line, as it adjusts for variations between samples that are 
not related to the biological differences of interest. This 
step ensures that the expression levels of genes are compa-
rable across all samples, which is essential for accurate 
downstream analysis. A total of 20,532 genes were stand-
ardized utilizing the widely recognized Limma and EdgeR 
packages within the R software framework. These pack-
ages are well-suited for handling RNA-seq data, as they of-
fer robust statistical methods to correct for biases and scale 
differences, thereby enhancing the reliability of the subse-
quent analysis. After normalization, the DEGs were care-
fully identified by applying strict criteria. The logarithmic 
change threshold (|FC|) of ≥1.5 was chosen as a key param-
eter to ensure that only genes with a substantial change in 
expression levels were considered significant. This thresh-
old strikes a balance between sensitivity and specificity, al-
lowing for the detection of meaningful biological changes 
while minimizing the inclusion of genes with trivial or neg-
ligible expression differences. The significance level was 
set at P < 0.05 and was applied to ensure that the observed 
changes were statistically significant and not due to random 
variation. All analyses and visualization activities were im-
plemented seamlessly by applying R software (Version 
4.2.3), ensuring robustness and accuracy at each step of the 
process. This comprehensive approach to preprocessing, 
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normalization, and filtering enhances the validity of the 
findings and supports the discovery of novel genes with po-
tential biological importance. 

 
Identifying Predictive Markers 
A bioinformatic analysis was conducted to identify 

DEGs as significant markers in UCEC using machine 
learning techniques. Specifically, we used DNN, a deep 
learning model renowned for its high performance in binary 
classification tasks, particularly in case-control prediction 
scenarios. 

 
Deep learning 
-Deep learning, a branch of artificial intelligence, has 

revolutionized numerous activities by enabling computers 
to learn from large many of data and make predictions or 
decisions without explicit programming. Deep learning 
mimics how the human brain processes information 
through artificial neural networks (15). 

In deep learning, these neural networks consist of multi-
ple layers of interconnected nodes called neurons. Each 
layer processes information and extracts features from the 
data, gradually learning more abstract representations as in-
formation passes through successive layers. This hierar-
chical representation allows deep learning models to auto-
matically discover intricate patterns and relationships in 
complex datasets (16). 

Deep learning represents a powerful subset of artificial 
intelligence, characterized by its ability to autonomously 
learn complex patterns and representations from vast 
amounts of data and an advanced DNN-based predictive 
model was designed to anticipate exhaustion behavior ob-
served in textile dyeing processes. DNN, a machine learn-
ing technique built on an artificial neural network (ANN), 
emulates the structure and functions of the human neural 
network. An ANN comprises layers—including an input 
layer, hidden layers, and an output layer. Systems with 
three or more hidden layers are designated as DNNs. In 
tackling regression or classification issues, a linear estima-
tion function like y = wTx + b is employed. To address non-
linear problems, a DNN integrates an activation function 
with the linear estimation function (17). 

 
Implementation and Evaluation 
The implementation of DNN was conducted using the 

Python programming language version 3.7. Several essen-
tial packages were utilized for this purpose—including 
Pandas, NumPy, TensorFlow, Keras, and PyTorch. These 
packages provide a robust framework for data manipula-
tion, numerical computation, and building and training 
deep learning models. 

The developed models underwent optimization using the 
training data and were subsequently independently evalu-
ated using the test data. A train/test ratio of 70/30 was se-
lected as the most effective for deep learning methods. 

Performance metrics were employed to assess the effec-
tiveness of the methods in identifying important genes. Five 
key indicators were considered for evaluation: 

 

Accuracy 
This metric evaluates the proportion of true positives and 

true negatives in the classification process, representing the 
degree of agreement between predicted and actual values. 

 
F1 Score 
The F1 Score is a metric used to assess the balance be-

tween precision and recall, particularly useful for evaluat-
ing classification models on imbalanced datasets. 

 
Area Under the Receiver Operating Characteristic 

Curve  
 Area under the curve (AUC) is a metric that quantifies 

the potential of a classification model to differentiate be-
tween classes. The receiver operating characteristic (ROC) 
curve plots the true positive rate as opposed to the false pos-
itive rate, and the AUC appears for the area under this curve 
(18). 

 
Confusion Matrix 
 The confusion matrix provides a tabular summary of the 

performance of a classification model, indicating the counts 
of true negatives (TN), true positives (TP), false negatives 
(FN), and false positives (FP). 

 
R2 Score  
 The R2 Score (coefficient of determination) is com-

monly used to assess the goodness of fit of regression mod-
els. In this context, it is employed to evaluate the perfor-
mance of models from a feature selection perspective. 

These metrics collectively provide a comprehensive eval-
uation of the deep learning methods, offering insights into 
their accuracy, robustness, and discriminative ability. 

 
Functional and Pathway Enrichment Analysis and PPI 

Network Analysis 
Functional enrichment analysis and identification of piv-

otal pathways in the signature of DEGs were carefully per-
formed using the Cluster Profiler package in R, with a 
strictly adjusted threshold of P < 0.05. In addition, to gain 
deeper insight into selected prognostic genes, comprehen-
sive annotations and visualizations were performed using 2 
widely known databases: Gene Ontology and Kyoto Ency-
clopedia of Genes and Genomes. The PPI network for the 
DEGs was visualized using the STRING biological data-
base, available at https://string-db.org/ (18). These interac-
tions are critical for understanding cellular pathways and 
functional genomics. To ensure the accuracy and relevance 
of the identified interactions, a statistically significant in-
teraction score threshold ˃0.4 was applied. 

 
Correlation Between DEGs and Clinical Data 
A completeness analysis was conducted to search the re-

lationship between DEGs and clinical data—including age, 
malignant mass size, lymph node involvement, distant me-
tastasis, and stage. Using the R programming language, 
specifically leveraging the ggcorrplot package and cor 
function, a correlation matrix and Spearman correlation 
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were employed to analyze 55 DEGs in conjunction with the 
aforementioned clinical data. This approach facilitated a 
thorough study into potential associations between gene ex-
pression patterns and clinical characteristics. 

 
Identifying Diagnostic Markers  
A generalized linear model was applied alongside com-

bined ROC curve analysis to assess diagnostic performance 
and develop diagnostic models. Essential metrics—such as 
sensitivity, specificity, cutoff value, positive predictive 
value, negative predictive value, and the area under the 
ROC curve, were thoroughly evaluated to determine the 
discriminatory capability of individual or combined bi-
omarkers. This analysis was conducted using the “COM-
BIO-ROC” package within the R environment. 

 
Validation of Biomarkers Gene Expression 
The expression levels of the candidate genes in UCEC 

patients were validated using data from the Global Data As-
sembly Centers (GDAC), accessible at 
https://gdac.broadinstitute.org/. Further verification was 
performed using GEO datasets—including GSE119041, 
GSE17025, GSE115810, GSE36389, and GSE25405. Val-
idation data for UCEC patients were obtained from this 
online resource, followed by preprocessing to ensure data 
quality and consistency. 

 
Results 
Patient Characteristics 
This study presents a comprehensive analysis of a dataset 

comprising 548 individuals with 2533 genes. According to 
Table 1, descriptive statistics revealed a varied demo-
graphic profile, with patients aged between 0 and 90 years 
(mean, 63.58; SD, 12.075) at initial pathologic diagnosis. 
Notably, the dataset included patients with a broad range of 
follow-up periods (mean, 646.06; SD, 760.686), exhibiting 
a maximum follow-up duration of 5691 days. Moreover, 
patient height demonstrated considerable diversity, ranging 
from 0 to 183 cm (mean, 152.66; SD, 36.979). Categorical 
variables elucidate the distribution of clinical and demo-
graphic characteristics, with most patients exhibiting posi-
tive neoplasm cancer status (78.6%) and clinical stages 1 
(62.4%), followed by stages 3 (22.6%) and 2 (9.5%). Addi-
tionally, the ethnic composition primarily comprises indi-
viduals identified as belonging to category 1 (68.8%). Fur-
ther exploration of patient vital status underscores a pre-
dominantly surviving cohort (91.8%). The dataset also in-
cludes cases categorized as controls (99.3%). These find-
ings offer valuable insights into the heterogeneity of patient 
characteristics and clinical factors, forming a foundational 
basis for subsequent analyses and investigations in onco-
logical research. 

 
Identification of DEGs 
The dataset, consisting of 480 patients, was acquired 

from the GDAC database, and the creation of the data frame 
involved utilizing the cleaning and preprocessing methods.  

Subsequently, 20531 DEGs were identified after normal-
ization, and a heatmap was generated for visualization (Fig-
ure 1, A and B). After the normalization operation, a total 

of 1047 genes finally remained. 
 
Identifying Predictive Genes 
The deep learning model in this study, identified as DNN, 

exhibits highly promising performance in a binary classifi-

Table 1. Clinicopathological Characteristics of Patients 
Clinicopathological Variables No. of Patients (%) 

/ mean ± SD 
Patients 
1. Mean age, years (mean ± SD) 
2. Mean height, cm (mean ± SD) 

548 
1. 63.58 ± 

12.075 
2. 152.66 ± 

36.97 
Race 
1. NA 
2. white 
3. black or African American 
4. Asian 
5. American Indian or Alaska Native  
6. native Hawaiian or another pacific is-

lander 

 
1. 32 (5.8) 

2. 374 (68.2) 
3. 109 (19.9) 
4. 20 (3.6) 
5. 4 (0.7) 
6. 9 (1.6) 

Patient ethnicity  
1. NA 
2. Not Hispanic or Latino  
3. Hispanic or Latino 
 

 
4. 156 (28.5) 
5. 377 (68.8) 
6. 15 (2.7) 

Stage 
1. Stage i 
2. Stage ii 
3. Stage iii 
4. Stage iv 

 
1. 342 (62.4) 
2. 52 (9.5) 

3. 124 (22.6) 
4. 30 (5.5) 

Patient cancer status  
1. NA 
2. No 
3. Yes 

 
1. 38 (6.9) 

2. 431 (78.6) 
3. 79 (14.4) 

Vital status  
1. Dead 
2. Alive 

 
1. 503 
2. 45 

 
Figure 1.  A The overall workflow, B Then heatmap of DEGs of 
UCEC was drawn by R software 
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cation task focused on case-control prediction. The evalua-
tion metrics demonstrate the model's efficacy, with a mini-
mal mean squared error (MSE) of 5.10E-10 and a root mean 
squared error (RMSE) of 0.007, indicative of accurate pre-
dictions. The R-squared value of 0.99 underscores the mod-
el's ability to explain a substantial portion of the variance in 
the data. Furthermore, the model achieves a perfect AUC 
of 1, signifying exceptional discrimination ability, and an 
accuracy rate of 97%. The precision-recall AUC also at-
tains a maximum value of 1. The confusion matrix reveals 
impeccable classification performance, with zero errors in 
predicting both positive and negative cases. The gains/lift 
table demonstrates the model's efficiency in identifying 
positive cases across different thresholds. Variable im-
portance highlights significant features influencing the 
model, contributing to its robust predictive capabilities. The 
status of neuron layers provides insights into the architec-
ture of the deep learning model, indicating a well-structured 
neural network. The scoring history reflects consistent im-
provement over training epochs, affirming the model's 
learning capacity. This comprehensive analysis (Table 2) 
underscores the reliability and efficacy of the DNN in ac-
curately predicting case-control outcomes. 

 
Gene Ontology Analyses of DEGs, Functional Annota-

tion, and Pathway Enrichment Analyses 
To comprehend the biological activities, pathways, or lo-

cations of DEGs, gene ontology analyses concentrate on 3 
domains—biological processes, cellular components, and 
molecular functions. Regarding biological processes, 
DEGs were primarily involved in tight voltage-gated potas-
sium channels, transport of small molecules, transcriptional 
regulation of pluripotent stem cells, TP53-regulated tran-
scription of genes involved in G1 cell cycle arrest, tight 
junction interactions, and PI3K/AKT signaling in cancer. 
The Reactome Pathway Analysis Database is a valuable re-
source for determining the potential roles that distinct 
DEGs may play in disease states and signaling pathways. 
For functional enrichment studies, the ClusterProfiler R 
package was used, with a significant cutoff set at P < 0.05 
(Figure 2, A and B). 

 
Investigation of the Correlations of Clinical/Demo-

graphic With Disease 
The correlation matrix reveals associations among vari-

ous demographic and clinical variables in the studied da-
taset. Weight demonstrates a moderately positive correla-
tion with height (r = 0.4), suggesting that individuals with 
higher weights tend to be taller. Additionally, a small but 
statistically significant negative correlation is observed be-
tween weight and age (r = –0.2), indicating a tendency for 
younger individuals to have slightly higher weights. Nota-
bly, neoplasm cancer status exhibits a notable positive cor-
relation with cancer stage (r = 0.3), suggesting that individ-
uals with a positive cancer status are more likely to present 
with advanced stages of cancer. Moreover, a weak positive 
correlation is observed between race and ethnicity (r = 0.1), 
suggesting a tendency for certain racial and ethnic groups 
to share similar demographic characteristics. However, 

other correlations—such as those between age and ethnic-
ity or age and case-control status—do not reach statistical 
significance (Figure 3B). 

 
PPI Network Construction  
The interactions among DEGs were analyzed and visual-

ized using the STRING database, as illustrated in Figure 
1B. An interaction score threshold of 0.4 was applied. The 

Table 2. Selected Gene with Deep Learning Coefficient 
Gene Variable Importance 
MEX3B|84206 1 
MYOZ3|91977 0.998401 
MBNL2|10150 0.988257 
VWF|7450 0.963862 
SPC25|57405 0.961849 
SBK1|388228 0.954074 
OLFM1|10439 0.947944 
ATRNL1|26033 0.946667 
TSPAN7|7102 0.946547 
MMRN1|22915 0.945444 
ECM2|1842 0.65634 
SPARCL1|8404 0.650928 
PRKAR2B|5577 0.649769 
PCDHB10|56126 0.647672 
GATA6|2627 0.646544 
MTUS2|23281 0.642114 
PAX8|7849 0.640089 
C1QTNF2|114898 0.632099 
DENND2A|27147 0.626046 
CLDN20|49861 0.619797 

 

 
 
Figure 2.  A, B.  Reactome functional pathways 
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analysis indicated a significant correlation among the 
VWF, ECM2, MMRN1, and SPARCL1 proteins (Figure 
3A). 

 
Identification of Diagnosis DEGs in UCEC 
The ROC curve analysis was conducted to evaluate the 

diagnostic impact of key signature genes in UCEC. The re-
sults suggested that the genes MEX3B, CTRP2 
(C1QTNF2), and AASS could serve as potential new bi-
omarkers for UCEC patients. All analyses were carried out 
using SPSS Version 20, with P ˂ 0.05 (Figure 3, A-C). 

 
Genes Validation 
The expression levels of candidate genes in UCEC pa-

tients were authenticated utilizing data from the GDAC 
available at https://gdac.broadinstitute.org/. GEO da-
tasets—including GSE119041, GSE17025, GSE115810, 
GSE36389, and GSE25405—were employed for further 
verification. The validation dataset comprising data from 
patients with UCEC was obtained from this online re-
source, and subsequent preprocessing steps were executed 
to ensure data quality and consistency.  The data showed 
that the mean expression of the candidate genes— 

(MEX3B, CTRP2 (C1QTNF2), and AASS (mean ± SD, 
7.13 ± 5.6)—was higher in tumor cells (P < 0.05). Further-
more, there was no correlation between the dysregulation 
of the candidate genes—MEX3B, CTRP2 (C1QTNF2), 
AASS—and demographic and clinicopathological charac-
teristics. As a result of checking other data sets, the candi-
date genes—MEX3B, CTRP2 (C1QTNF2), and AASS—
were confirmed and valid. 

 
Discussion 
UCEC is the fourth most common cancer among women 

in the United States and the sixth most common cancer 
among women around the world (2). Finding novel bi-
omarkers for prognosis prediction based on a possible mo-
lecular foundation of tumor development was our primary 
goal. The present study combined several bioinformatics 
and deep learning models to identify novel biomarkers of 
UCEC. MEX3B, an RNA-binding protein, is overex-
pressed in uterine endometrial cancer. Its upregulation has 
been associated with tumor growth, invasion, and metasta-
sis (19). CTRP2, a member of the C1q/TNF-related protein 
family, is downregulated in uterine endometrial cancer. Its 
decreased expression has been correlated with poor prog-
nosis and survival outcomes in patients with the disease 
(20). C1QTNF2, another member of the C1q/TNF-related 
protein family, has also been implicated in uterine endome-
trial cancer. Its dysregulation has been linked to tumor 
growth, angiogenesis, and metastasis (21). AASS, an en-
zyme involved in the biosynthesis of lysine and ketone bod-
ies, is aberrantly expressed in uterine endometrial cancer. 
Its altered levels have been associated with metabolic re-
programming and tumor development. AASS can be used 
as a biomarker for monitoring metabolic changes in uterine 
endometrial cancer (22). The findings showed that the ma-
jority of important upregulated genes are connected to the 
tight voltage-gated potassium channels, transport of small 
molecules, transcriptional regulation of pluripotent stem 
cells, TP53 regulates transcription of genes involved in G1 
cell cycle arrest, tight junction interactions, and PI3K/AKT 
signaling in cancer.  

Almost all RNA posttranscriptional activities are regu-
lated by RNA-binding proteins (RBPs), which are largely 
conserved across species and essential to maintaining gene 
expression homeostasis (23). Four members of the human 
MEX3 (muscle excess 3) family, which encodes diverse 
phosphorylated proteins and has distinct expression pat-
terns, are members of the evolutionarily conserved RBP 
family (24). MEX3 is implicated in a variety of biological 
processes in the development and progression of cancer, 
which is consistent with the idea that cancer is a multi-path-
way disease and the different functions that MEX3 plays in 
regulating gene expression (25). In multiple types of can-
cer—including bladder and breast cancer—MEX3 medi-
ates migration, tumor immune escape mechanisms, cancer 
cell proliferation, and transcription level changes (26-29); 
depending on the type of tumor and MEX3 family member, 
MEX3 expression is correlated with either increased or de-
creased patient survival (30). MEX3B, or RNA binding 
family member B, is a translational regulator belonging to 
the MEX3 (muscle excess 3) family (24). To destabilize its 

 
Figure 3. A PPI network of DEGs, B Correlation matrix shows sig-
nifcant co-relationship between clinical/demographic influence vari-
ables in UCEC, C combineROC curve of genes UCEC  
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mRNA, MEX3B binds to the 3′ long conserved untrans-
lated region (3′UTR), which has components for both trans-
lational enhancement and mRNA destabilization (31). Ac-
cording to one study, MEX3B can function as TLR3's co-
receptor during the innate antiviral response (32). By bind-
ing to the 3′ UTR of HLA-A mRNA, MEX3B overexpres-
sion in melanoma cells can downregulate HLA-A expres-
sion, preventing T cells from identifying and eliminating 
tumor cells and causing resistance to immunotherapy (33). 
Furthermore, Mex3b was an E3 ligase that contributed to 
Runx3's widespread degradation brought on by HOTAIR. 
Runx3 degradation was reduced when HOTAIR or Mex3b 
expression was silenced. The expression level of Runx3 
protein in human gastric cancer tissues was inversely cor-
related with HOTAIR (Pearson coefficient –0.501; P = 
0.025). HOTAIR inhibition markedly reduced the migra-
tion and invasion of gastric cancer cells by upregulating 
claudin1, a process that could be reversed by co-deficiency 
in Runx3 (34). As demonstrated by our research, CTRP2 is 
a novel biomarker for UCEC. Adipokine superfamily mem-
ber complement Cq1/tumor necrosis factor-related protein 
(CTRP), which is released from adipose tissue, shares a 
high degree of sequence similarity with adiponectin (35). 
According to earlier research, members of the CTRP family 
regulate a variety of physiological and pathological pro-
cesses, such as the metabolism of carbohydrates and lipids, 
inflammation, the development and production of cartilage, 
cardiac protection, and vasodilation (36). Extensive re-
search is being conducted on the involvement of the CRTP 
family in cancer. Currently, a number of the CTRP family 
members are considered to be molecular mediators that 
control the development of tumors as well as their invasion 
and metastasis (37). By activating several signal pathways, 
several CTRPs—including CTRP3, CTRP4, CTRP6, and 
CTRP8—have been reported to be related to osteosarcoma, 
hepatocellular cancer, colon cancer, and glioblastoma, re-
spectively (38). Thus, in certain malignancies, CTRPs 
could act as both therapeutic targets and diagnostic mark-
ers. One of the most well-studied and useful adipocytokines 
that play a crucial role in regulating the body's metabolism 
is CTRP2, which shares 42% of the amino acid similarity 
with adiponectin at the functional globular C1q domain and 
is mostly expressed by adipose tissue (39). In plasma, this 
adipokine is also circulating as a trimer glycoprotein. Ac-
cording to earlier studies, CTRP2 regulates the metabolism 
of lipids and carbohydrates. Recombinant CTRP2 activates 
AMP-activated protein kinase (AMPK), a biological en-
ergy regulator, in muscle cells similar to adiponectin (40). 
The full-length and shortened forms of CTRP2 protein raise 
phosphorylation of AMPK, p42/44 MAPK, and acetyl-
CoA carboxylase (ACC). Nevertheless, no prior research 
has examined the relationship between CTRP2 and malig-
nancies (41). In line with previous studies showing a sig-
nificant decrease in AASS expression in human breast can-
cer, overexpression of AASS or treatment with acetoacetate 
inhibited cell proliferation and induced autophagy and se-
nescence in human cancer cell lines. Peroxisome prolifera-
tor-activated receptor γ (PPARγ), a nuclear receptor that in-
teracts with inflammatory mediators in obesity, is typically 
downregulated in human breast cancer. The expression of 

2-aminoadipate semialdehyde synthase (AASS), which 
regulates the catabolism of lysine to acetoacetate, was 
found to be upregulated in the mammary epithelium of 
obese mice when PPARγ expression was absent (42). 

To find biomarkers in endometrial cancer, Wu et al used 
a novel bioinformatics approach that combines sample net-
work building with GCN modeling. They selected features 
from non-Euclidean data using a graph convolutional net-
work. Additionally, graph conventional networks, or 
GCNs, are specialists at assessing topologies with irregular 
structures, such as the interactions between chemicals and 
diseases. A total of 23 potential biomarkers were found. Af-
ter conducting functional analyses to rationalize these bi-
omarkers, network entropy characterization revealed a cor-
relation between the biomarkers and illness survival. Future 
studies looking at the molecular causes and potential treat-
ment targets of endometrial malignancies will benefit from 
these biomarkers (43). Another study identified several po-
tential biomarker genes through transcriptomics and 
methylomics data analysis in patients with endometriosis. 
From transcriptomics, the candidate genes included 
NOTCH3, SNAPC2, B4GALNT1, SMAP2, DDB2, 
GTF3C5, and PTOV1, while from methylomics, the genes 
TRPM6, RASSF2, TNIP2, RP3-522J7.6, FGD3, and 
MFSD14B were highlighted. The study found that TMM 
normalization for transcriptomics data, quantile or Voom 
normalization for methylomics data, GLM for feature space 
reduction, and techniques to maximize classification per-
formance should be incorporated into an effective machine 
learning diagnostic process for endometriosis (44). Further-
more, the dysregulation of biomarkers—eg, PKM, RAN, 
PHGDH, and SLC7A5—was linked to poorer survival 
rates in endometrial cancer patients. Suman et al employed 
machine learning classifiers—including Principal Compo-
nent Analysis, Random Forest, Multinomial Naïve Bayes, 
and Support Vector Machine with Recursive Feature Elim-
ination—to assess which interacting DEGs were most sig-
nificant. Key overlapping DEGs, hub proteins, and im-
portant modules from PPI network analysis were proposed 
as candidate biomarkers for progressive endometrial cancer 
(45). 

 
Conclusion 
The GDCA database and deep learning algorithms iden-

tified 3 significant genes as potential diagnosis biomarkers 
of UCEC. Thus, identifying new UCEC biomarkers has 
promise for effective care, improved prognosis, and early 
diagnosis. The biomarkers MEX3B, CTRP2, C1QTNF2, 
and AASS play a critical role in understanding the diagno-
sis of uterine endometrial cancer by providing insights into 
the molecular mechanisms underlying the disease and fa-
cilitating early detection, prognosis, and treatment strate-
gies. It is recommended that further research be conducted 
in the field of diagnostic genes for various diseases by em-
ploying a combination of artificial intelligence and bioin-
formatics analysis. Given the significant potential of this 
approach, additional studies in this area are warranted to 
enhance our understanding of disease pathology and im-
prove diagnostic accuracy. 
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